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The structural integrity of a store and its attachments to a fighter aircraft has to be verified at various aircraft

maneuvering conditions in itsflight envelope for the clearance of the store to integratewith aircraft. The captive loads

of a flight vehicle mounted on a fighter aircraft have been estimated at variousMach numbers, angles of attack, and

sideslip angles using an indigenously developed 3-D grid-free Euler solver. The point distributions required to apply

grid-free solver are obtained using chimera cloud technique, and the connectivity required for the solver is obtained

using gradient search method. Forces and moments acting on the fighter aircraft with launchers and flight vehicles

have been estimated using computational fluid dynamics simulations at different flow conditions, and load

distributions on flight vehicle have been obtained. The aerodynamic loads obtained from computational fluid

dynamics calculations form the basis of the flight testing.

I. Introduction

I NTEGRATION of a new weapon to a highly agile aircraft is an
exigent task, as the weapon and its supporting systems should

structurally endure during stern maneuvers of the aircraft. Fighter
aircraft has maneuvering capability of about 9 g and, therefore, the
support systems of flight vehicles (launcher, launcher rail, launch
shoe, and adapter) on the fighter aircraft should be designed to
withstand the loads experienced by the vehicle at critical maneu-
vering conditions. Guidelines for weapon-aircraft integration are
provided through military specification MIL-STD-8591 [1]. The
specification provides weapon design load requirements for unusual
flight conditions that sometime arise on specific aircraft. It is based on
using actual or predicted aircraft flight performance data to examine
the full flight envelope and generate consistent set of inertial and
aerodynamic loads [2]. In the present work, aerodynamic char-
acterization of the flight vehicle mounted on a fighter aircraft has
been carried out using an in-house developed 3-D grid-free Euler
solver [3]. Further, the numerical simulations are carried out to
estimate the captive loads acting on the flight vehicle integrated with
fighter aircraft at specifiedflow conditions and themaximum loading
conditions are identified. The load distribution is extracted at that
condition to verify the structural integrity of the flight vehicle and
supporting systems.

Grid generation around a complex fighter aircraft is the most time
consuming task in the numerical simulation and presence of flight
vehicle poses a formidable challenge. A grid-free q-LSKUM [3]
(entropy variables-based least-squares kinetic upwindmethod) Euler
solver has been used for the computational fluid dynamics (CFD)
analysis. The grid-free solver requires a cloud of points around the
configuration and a set of neighbors around each point. The cloud of
points was obtained by overlapping grids around fighter aircraft and
flight vehicles. CADmodels offlight vehicle andfighter aircraft were
imported, repaired, and cleaned up to obtain watertight solid models
suitable for grid generation. Simple unstructured grids around fighter
aircraft and flight vehicles are generated independently and then the

grids are overlapped to get the distribution of points around the full
configuration. An efficient preprocessor [4] has been developed and
applied to generate the connectivity. A parallel version of the 3-D
grid-free Euler solver q-LSKUM has been used to obtain the aero-
dynamic characteristics of the aerospace vehicle configuration.

Inviscid steady flow simulation for fighter aircraft has been carried
out using q-LSKUM code. The simulations at various Mach
numbers, angles of attack, and sideslip angles have been carried out
to obtain aerodynamic forces and moments acting on the integrated
fighter aircraft with flight vehicles. The captive loads on all the four
flight vehicles are computed at specified critical flow conditions.

II. Geometric Details and Grid Generation

The full geometry consists of fighter aircraft and four flight
vehicles placed at two different locations on either side of thewing as
shown in Fig. 1. The full geometry, including canards, wings with
slats and ailerons, vertical and horizontal tails, and air-intakes, is
considered for the simulation. The rail launcher and adapter to
accommodate flight vehicles are also attached to the fighter aircraft
wing at proper positions. The isometric view of the aircraft geometry
showing all the geometric features is shown in Fig. 2. The aircraft
geometry has been imported in ParaSolid format to generate a
tetrahedral grid using a commercial grid generator.Making use of the
symmetry of the configuration, only half of the geometry is consid-
ered for grid generation. The gaps and surface overlaps are identified
and repaired to create a watertight surface for generating a grid with
optimal size. The physical small gaps are closed to avoid generating
tiny cells which would lead to a large number of cells. The flight
vehicle has cruciform low-aspect-ratio wings, fins, two sets of wire-
tunnels, and three launch shoes. The flight vehicle geometry is also
repaired similar to aircraft geometry and placed at appropriate
positions as shown in Fig. 3.

The grids around the fighter aircraft and flight vehicle are gener-
ated separately. A large computational domain around the fighter
aircraft is considered to cater subsonic and supersonic flows. The
computational domain consists of inflow and far-field boundaries at
nearly a length of the aircraft from its nose and outflow boundary at
twice the length of the aircraft from the nose. Full tetramesh has been
generated around the fighter aircraft configuration with proper
clustering at desired regions. The volume grids are generated with
sizes 0.77, 2.05, and 3.5 million points to carry out the grid
convergence study.

Relatively, a smaller computational domain has been used for the
flight vehicle configuration as it forms a subregion in the large
computational domain around fighter aircraft. Typical grids with
0.84 and 1.33 million points have been generated around flight
vehicles. The grids on symmetry planes of the integrated fighter
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aircraft and flight vehicles are shown in Fig. 4. These grids are
overlapped to get the distribution of points within the domain. A set
of neighbors around each point is required to be specified from the
distribution of points to apply the grid-free solver. The connectivity
set is generated by a preprocessor. The method of generating data
structure is described in the following section.

III. Generation of Data Structure

The grid-free solver requires just a distribution of points and a set
of neighbors, called connectivity, around each point. The distribution
of points can be obtained by two methods, namely simple cloud
method and chimera cloud method. In simple cloud method, the
point distribution can be obtained using the grid generated around
the body and leaving the grid lines. In chimera cloud method, the
complex geometry is subdivided into geometrically simpler shapes
and clouds of points are generated around these individual com-
ponents. The simple clouds are then overlapped to get the distribution
of points over the entire computational domain. The chimera cloud
method basically uses grids to get the distribution of points and
connectivity, but the present method is different and efficient from
the chimera grid method [5].

An efficient preprocessor [3] has been developed to generate the
connectivity using overlapped structured grids, and recently the
preprocessor has been extended to generate the connectivity using
overlapped unstructured grids. The preprocessor accepts multiple
unstructured grids and overlaps the unstructured grids as per the
geometry position. Because of overlapping of multiple grids, certain
nodes of one grid may lie inside other components and these nodes
should be removed or blanked. This procedure is generally known as
hole cutting. In our approach the surface grids are used for hole
cutting, i.e., the nodes that lie inside the solid bodies are identified
using the triangles that bound the surface. The advantage of the
method is that the hole cutting is exact and no extra human interaction
is required to define the hole-surface. There are generally four
possible types of cells due to overlapping of multiple grids as shown
in Fig. 5. The first type of cells lie completely inside the solid body.
The second type of cells is cut by the cutting surface but some nodes
of those cells are inside the body and some nodes are outside. The
third type of cells are also cut cells that are cut by a thin surface, but all
the nodes are outside the solid body, i.e., the cells pierce through the
body. The fourth type of cells is fully outside of the cutting surface.
Handling of the first and fourth types of cells in our procedure is the
same as that of the chimera gridmethod. The nodes of cells of thefirst
type are removed from the computation and the nodes are referred to
as blanked nodes. The nodes of cells of the fourth type are available
for computation; the nodes are referred to as field nodes and the cells
are called field cells. In the chimera grid method the second and third
type of cells are also blanked and the field cells adjacent to the
blanked cells are flagged as fringe cells. The flowfield of these fringe
cells is not computed, but interpolated from the field cells of the other

Fig. 1 Front view of fighter aircraft with flight vehicles.

Fig. 2 Isometric view of fighter aircraft with flight vehicles.

Fig. 3 Flight vehicles integrated with wing of fighter aircraft.

Fig. 4 Girds on symmetry planes of fighter aircraft and flight vehicles.

1274 SHAH ETAL.



overlapping grid. This condition implies that some field cells should
be available between the two hole-cutting surfaces in both the grids
for interpolation of flowfield for fringe cells of other grid, which may
be difficult for the bodies separated by thin gaps like aircraft launcher
and store or missile body with the deflected fins. In our approach, the
nodes of cells of the second type that are outside are also used in the
computation, and those nodes are called fringe nodes whose connec-
tivity should include neighbors from the overlapping grids. The
nodes inside the solid body are removed from the neighbor list of the
fringe nodes. The nodes of cells of third type are also called fringe
nodes, but the nodes on the same side of the surface are only
included in their respective connectivity list. Unlike chimera grid
method, the fringe nodes also take part in computation and therefore
no interpolation is required. Major advantages of this important
difference are 1) the same upwind discretized equations, which
satisfy local characteristics of the flow, are solved at these points,
2) there is no time lag in the unsteady computations between various
clouds, 3) uniform treatment for all the points, which simplifies
parallelization and implementation of convergence acceleration
methods, and 4) most important, a very thin gap can be modeled
without much consideration on the grid size of the component grids.
After classifying the nodes as blanked, field, and fringe, the con-
nectivity is generated for each node. The blanked node does not
require any connectivity; neighbors for field nodes are obtained from
the cell connectivity information and for the fringe nodes, neighbors
from the same side of the hole-cutting surface of the same grid and
some nodes from the overlapping grids are also included. The
neighbor nodes in the overlapping grids are the vertices of the cell in
the overlapping grid that contains the fringe node. The overall
connectivity generation process involves identification of cutcell,
classification of cutcells and solid cells, classification of solid nodes,

field nodes, and fringe nodes, and connectivity generation for the
above nodes.

A. Identification of Cutcell

Each component is associated with a bounding box as shown in
Fig. 6 (for clarity, a 2-D example is shown) and the bounding box is
divided into small uniform bins. Each bin is identified with indices
�i; j�. A bin that contains a point �x; y� can be easily located using the
bounding box size �xmin; xmax; ymin; ymax� and the number of bins
along each coordinate direction �I; J�. For example

i� x � xmin

dx
; dx� xmax � xmin

I

j� y � ymin

dy
; dy� ymax � ymin

J

The surface triangles of the component are stored in the bins that
intersect the bounding box of the triangles. Typical intersecting bins
(shaded) for an edge are also shown in the figure.

In the cutcell identification procedure, each component grid is
checked for possible intersection with other components using
respective bounding box intersections. Should there be a possible
intersection, then each cell of the grid is checked for possible inter-
section with the component. Checking each cell of a grid with each
surface triangle of possible intersecting components is time con-
suming. Instead, each cell is checked only with the triangles stored in
the bins that are intersecting with the bounding box of the cell. A cell
can intersect with a triangle only if any edge of the cell intersects the
triangle. It leads to finding the intersection of a triangle with an edge.
Typical intersection of an edge and a triangle is shown in Fig. 7. The
parametric representation of the edge and triangle are

Q�Q1 � �1 � s�Q2 P� P1 � u�P2 � P1� � v�P3 � P1�

The intersection point can be obtained by equating the above two
parametric equations. It constitutes a system of three equations and
three unknowns namely, s, u, and v to be solved. The intersection of
the edge with the triangle is possible only if

0 � s; u; v; u� v � 1

If the above conditions are satisfied, then the intersecting cell is
flagged as cutcell and each vertex of the cutcell is checked to classify
the vertex as solid node or fringe node using the surface normal test,
which will be discussed later.

B. Classification of Active, Solid Cells, and Blanked Cells

The active cells are cells that are outside all the components. The
active cells are identified using the recursive method. In this method,
first one cell in each component grid is identified by choosing a cell
near the far-field boundary, confirmed that the cell is outside the
bounding box of all other components and flagged as an active cell.
Starting from this active cell, each of its neighbors is visited and
checked. The unflagged neighbor cells (neither active cell nor
cutcell) are flagged as active cells. In turn, their neighbors are
checked and flagged as active cells, if they are also unflagged. This

Fig. 5 Four possible types of cells in the overlapped grids.

Fig. 6 Intersecting bins of component faces.

Q1

  Q2       P1

  P2

P3

Fig. 7 Intersection of an edge with a triangle.
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procedure is repeated recursively until all the active cells are flagged.
Finally, the cells that are neither active nor cutcell are flagged as
blanked cells.

C. Classification of Solid Nodes and Fringe Nodes

The vertices of blanked cells are flagged as solid nodes. The
vertices of cutcells that lie inside other component are flagged as
solid nodes and those that are outside the component are flagged as
fringe nodes. The surface normal test is used to checkwhether a node
is inside the component and the discrete surface grid of the com-
ponent is used to represent the surface for this purpose. Consider a
point P in the domain as shown in Fig. 8. A pointQ on the surface S,
closest to the pointP, is obtained by projectingP ontoS. Let rp be the
position vector of pointP, rQ be the position vector of the pointQ on
S, and nQ be the unit outward normal vector at point Q. Then, the
point P is considered to be a solid point of the component, if the
following condition is satisfied

�rP � rQ�:nQ < 0 (1)

Otherwise, the point is flagged as fringe node.

D. Connectivity Generation

The connectivity for an active node is obtained using the grid
information. A typical connectivity for an active node P is shown in
Fig. 9. Vertices of all the cells connected to the nodeP are considered

as its neighbors. For the fringe nodes, similar to active node, connec-
tivity is first obtained using grid information excluding the vertices
that are blanked or thevertices that are on the other side of the surface,
as mentioned earlier. A typical connectivity for a fringe node Q in
gridG1 is shown in Fig. 10. The connectivity includes nodes a and b
of same grid G1. The connectivity for a fringe point should also
include nodes in the overlapping grid. This is achieved by finding a
cell, called a donor cell, in the overlapping grid G2 that contains the
pointQ as shown inFig. 10. Thevertices of the donor cell (1, 2, and 3)
are added to the connectivity of the fringe nodeQ. All the vertices are
added only when the donor cell is an active cell. If the donor cell is a
cutcell, then each vertex is passed through surface normal test before
it is added to the connectivity of Q.

A gradient searchmethod [6] is used to obtain the donor cell. In the
gradient search method, physical coordinates x�x; y; z� of each cell
are mapped to a reference frame of coordinates s��; �; &� of uniform
size as shown in Fig. 11. A trilinear function is used for mapping and
is given by

x�s� � x1 � ��x1 � x2��� ��x1 � x3��� ��x1 � x4�& (2)

Let x�sp� be the coordinates of a point P as a function of the
computational space coordinate s of a candidate donor cell. Values of
x and s are known for the four vertices of the candidate donor cell.
The computational space coordinate sp of point P is obtained by
solving Eq. (2)with the knownvalue of x of the pointP. If the pointP
is inside the cell, values of sp will be bounded by 0 and 1. If any of the
components of sp are outside these bounds, then the point is outside
the cell and the search must be continued. However, the direction, in
computational space, to the cell that bounds P is indicated by sp.
Therefore, it is possible to traverse through the neighbors to reach the
donor cell shortly as shown in Fig. 12. Once the bounding cell ofP is
identified, the vertices of the donor cell are added to the connectivity
of point P as mentioned earlier. A preprocessor has been developed
incorporating the various procedures discussed above. Unstructured
grids are generated around aircraft and two flight vehicles (at STN 8
and 10) are generated separately. The grids are overlapped to get the
distribution of points within the computational domain. The data
structure for chimera clouds of points of half-symmetry config-
uration is obtained using the preprocessor and the data structure for
the full aircraft configuration is obtained by reflection. This data
structure is used in simulation at different Mach number, angles of
attack, and sideslip freestream conditions.

rP

rQ

nQ

Q 

P 

Y

Z 

X

S 

Fig. 8 Surface Normal Test.

Fig. 9 Connectivity for an active node.

Fig. 10 Connectivity for a fringe node.
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P3P4

P1 P2

P3

ξ
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η

Fig. 11 Mapping of a tetrahedral cell.

Fig. 12 Gradient search method.
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IV. Grid-Free Euler Solver

The flow simulations are carried out on distribution of points using
a grid-free Euler solver. The grid-free solver uses LSKUM [7] for
spatial discretization and backward Euler time step is used for
temporal discretization. The LSKUM is based on the kinetic flux
vector splitting (KFVS) [8] scheme, which exploits the connection
between the Boltzmann equation of kinetic theory of gases and the
governing equations of fluid dynamics using a moment method
strategy.More specifically, Euler equations are obtained by taking�-
moments of the Boltzmann equation with Maxwellian as velocity
distribution function. In LSKUM, the spatial derivatives of the
Boltzmann equation are discretized using a weighted least-squares
method and the upwinding is enforced by choosing split substencils
from the connectivity based on signs of the molecular velocity to
evaluate the spatial derivatives. Finally, taking �-moments leads to
the LSKUM numerical scheme. The higher-order accuracy in space
is achieved using a defect correction method [9] in which the lower-
order spatial errors are removed using an iterative strategy. An
improved version of LSKUM is q-LSKUM, in which the entropy
variables, also called q-variables [10], are used in the defect
correction step to achieve higher-order accuracy in space at all points
including boundary points [11]. Kinetic characteristic boundary
condition (KCBC) and kinetic outer boundary condition (KOBC)
[12] are implemented for treating wall and far-field boundaries,
respectively. The q-LSKUM Euler solver is parallelized in the
message passing interface (MPI) environment to run on distributed
computing systems [13]. The flow solver has been verified against
standard test cases and validated [14].

V. Flow Simulation

The overlapped cloud of points is generated around aircraft and
flight vehicles. Then, the grid-free q-LSKUMEuler solver is applied
on the cloud of points to estimate aerodynamic loads on aircraft and
flight vehicles. The diameter and base area of the flight vehicle are
considered as reference length and reference area for the flight

vehicle loads. Similarly, the mean aerodynamic chord and surface
area of the wing are considered as the reference length and the
reference area for the aircraft force andmoments. Theflow is allowed
to pass through air-intake by applying KOBCwith first-order extrap-
olation of neighboring point to construct incomingMaxwellian. This
avoids modeling of inlet as wall and formation of strong shock ahead
of intake. This boundary condition works well in the subsonic range
of Mach numbers also. The simulations have been carried out on a
Linux cluster using 100 nodes of Intel dual Xeon at 3.8 GHz with
4 GB RAM processor. Each case took about 5–8 h of computation
time for iterative convergence.

A. Grid Dependence Study and Intercode Comparison

The grid dependence study has been carried out for the half-
symmetry aircraft configuration at freestream Mach number 0.8 and
angle of attack 10� using three different grids with 0.77, 2.05, and
3.5 million nodes. The aerodynamic normal force and pitching
moment coefficients obtained using these grids are presented in
Table 1, and it can be seen that they vary marginally from medium
grid (2.05 million nodes) to fine grid (3.5 million nodes). Thus the
medium grid has been used for further computations, as this grid has
optimal grid size for the transonic flow conditions. An inviscid
simulation has been carried out with 4.5 million cells using the finite
volume code FLUENT [15], and the aerodynamic coefficients
obtained from FLUENT and q-LSKUM compare within 7% as
presented in Table 1.

B. Aerodynamic Characterization of Fighter Aircraft
with Flight Vehicles

The full configuration (full fighter aircraft with four flight
vehicles) has been simulated with a grid of 7.46 million nodes. Here,
the 2.05 million nodes around half-aircraft and 0.84 million nodes
grid around each flight vehicle have been used. The flow simulations
are carried out for the freestream conditions with Mach number
�M1� � 0:8, 1.2 and 2.0, angles of attack ��� � �5 to 25� and
sideslip angles ��� � 0 and 5�. The variation of normal force

Table 1 Grid dependence studies and intercode comparison for aerodynamic force

and moment coefficients for fighter aircraft

Mach no. Angle of attack Code Grid size (millions) Normal force
coefficient CN

Pitching moment
coefficient Cm

0.8 10� q-LSKUM 0.77 (nodes) 0.872 �3:250
2.05 (nodes) 0.966 �3:595
3.50 (nodes) 0.968 �3:601

FLUENT© 4.31 (cells) 1.041 �3:848
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Fig. 13 Normal force coefficient of flight vehicle with angle of attack.
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coefficients with angles of attack for vehicles at station (STN) 8 and
10 at various Mach numbers are plotted in Figs. 13a and 13b,
respectively. It is observed from Fig. 13a that the normal force
coefficient of flight vehicle at STN 8 is negative up to angle of attack
of 10� atMach number 0.8 and 1.2.AtMach 2, the downward force is
observed at even higher positive angles of attack. This shows that
stronger compression takes place between the launcher and flight
vehicle. It implies that during the pitch-up maneuver of aircraft both
inertia loads and aerodynamic loads are in the same direction. Even
though a similar trend is observed for flight vehicle at STN 10 as
shown in Fig. 13b, due to wing tip relieving effect, the slopes are
better compared with other STN. The side force coefficients for
vehicles at STN 8 and 10 have been plotted with angles of attack in
Figs. 14a and 14b respectively. It is clear from the figures that the
forces act away from the aircraft for positive angles of attack and
toward the aircraft at negative angles of attack at all Mach numbers.
The side forces are mainly due to the sweepback angle of the aircraft
wing and wing tip effect. As suggested in the MIL-STD 8591, the
flow conditions corresponding to critical maneuvers such as pullout,
pushover, roll pullout, and pushover are simulated. The aerodynamic
loads on the flight vehicles are obtained for those flight conditions.
The nondimensional aerodynamic side force and normal force
distribution along the length of the flight vehicles from their nose
during the pushover maneuver of the aircraft at transonic Mach
number (M1 � 1:2, ���12:6�, �� 5:2�) are given in Figs. 15a
and 15b respectively. The maximum loading occurs on the wing, the

side force is acting toward the aircraft, and the normal force is acting
downward due to negative angle of attack. The tail surfaces
experience considerable side force that can be seen in Fig. 15a. The
captive aerodynamic load corresponding to a critical case has been
used for the structural analysis of the launcher.

VI. Conclusions

The captive loads at various Mach numbers, angles of attack, and
sideslip angles have been estimated for a flight vehicle mounted on
the fighter aircraft, using a grid-free Euler solver. Forces and
moments acting on the fighter aircraft with launchers and flight
vehicles have been estimated at critical flow conditions, and load
distributions have been obtained for those flow conditions. The load
distribution on the flight vehicle along with the inertia loads will be
used for verifying the load-carrying capability of launch shoes and
rail.
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