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Original Article

Model-free simulations for compressible
mixing layer

Afroz Javed1, Debasis Chakraborty1 and PJ Paul2

Abstract

Confined supersonic mixing layer is explored through model-free simulations. Both two- and three-dimensional spatio-

temporal simulations were carried out employing higher order finite difference scheme as well as finite volume scheme

based on open source software (OpenFOAM) to understand the effect of three-dimensionality on the development of

mixing layer. It is observed that although the instantaneous structures exhibit three-dimensional features, the average

pressure and velocities are predominantly two-dimensional. The computed wall pressures match well with experimental

results fairly well, although three-dimensional simulation underpredicts the wall pressure in the downstream direction.

The self-similarity of the velocity profiles is obtained within the duct length for all the simulations. Although the mixing

layer thicknesses differ among different simulations, their growth rate is nearly the same. Significant differences are

observed for species and temperature distribution between two- and three-dimensional calculations, and two-

dimensional calculations do not match the experimental observation of smooth variations in species mass fraction profiles

as reported in literature. Reynolds stress distribution for three-dimensional calculations show profiles with less peak

values compared to two-dimensional calculations; while normal stress anisotropy is higher for three-dimensional case.
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Introduction

Computational fluid dynamics (CFD) simulations are
now routinely used in the scramjet engine development
cycle to determine optimal fuel injector arrangements,
investigate trends noted during testing, and extract
various measures of engine efficiency. One of the most
important aspects of the engine efficiency is mixing of
fuel and oxidiser streams. In scramjet engines, this
mixing takes place along the length of the combustor
at very high speeds and compressible conditions, in a
confined environment. The understanding of compress-
ible mixing layer becomes necessary to address the
issues related with mixing and combustion in a scramjet
engine.

It has been observed through various experimental
studies that the compressibility effects tend to decrease
the growth rate of a high-speed mixing layer as com-
pared to its incompressible counterpart at the same vel-
ocity ratio and density ratio.1–6 Most of these studies
have been carried out on free mixing layers which do
not have any wall interaction. In practical scramjet

combustors with rectangular cross sections, the fuel air
mixing streams are confined in the top and bottom dir-
ection as well as in the sides. The effects of these walls
have been studied using stability analysis and numerical
simulations. For a shear layer inside a rectangular chan-
nel, Tam and Hu7 showed that the coupling between the
motion of the shear layer and the acoustic modes of the
channel produces new instability waves for the spatially
growing mixing layers. It was shown by Greenough
et al.8 that there were two general types of instabilities:
confined Kelvin–Helmholtz mode and supersonic wall
modes, by analysing the effect of wall on a confined
compressible temporal mixing layer. Zhuang et al.9 car-
ried out instability analysis for confined mixing layer
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and it was argued that the increased instability of the
confined mixing layer was due to the feedback mechan-
ism between the growing supersonic shear layer and the
wave system (wall reflections) that makes the shear layer
more unstable, than the corresponding free supersonic
shear layer, which loses energy to acoustic radiation to
the far field. Morris et al.10 further showed that the
choice of width-to-height ratio of the confining duct
may determine whether the two- or three-dimensional
(2D/3D) mode has a greater growth rate. For certain
aspect ratios cross sections, it has been observed that
the 2D simulations are sufficient to represent the flow
field. A number of 2D numerical studies11–14 have shown
a good match with the experimentally observed growth
rate, velocity, and pressure data, indicating that the flow
field for the mixing layer experiments carried out in a
confined environment may be 2D in nature.

Fiedler et al.15 have described three conditions or
mechanisms for the evolution of three-dimensionalities,
which are (a) three-dimensionality of the basic flow, (b)
three-dimensionality by geometry, and (c) secondary
three-dimensionality by flow structure development. In
their study of confined mixing layers, Lu andWu11 have
argued that the presence of lateral confining walls sup-
press the spatial growth rate of the 3D disturbances. In
the absence of the first two mechanisms described by
Fiedler et al.15 and the suppression of secondary three-
dimensionality by structural development due to the lat-
eral walls, the flow field in most of the experimental
studies with side walls is essentially 2D. The two-
dimensionality of the flow further depends on the
width-to-height ratio of the confining duct as shown
by Morris et al.10 Two-dimensional simulations were
carried out by Lu and Wu11 for convective Mach num-
bers ranging from 1.05 to 1.77. The growth rates
observed numerically was compared with experimental
results and found in good match, confirming the 2D
nature of the experimental flow-field. Liou et al.12 have
also shown a good match for the vorticity growth rates
of supersonic mixing layers with convective Mach
number when compared with experimental results, by
performing 2D direct numerical simulation using
Euler’s equations for convective Mach numbers ranging
from 0.14 to 1.28. A reasonably good comparison of
wall pressures have been shown for a 2D viscous con-
fined simulation of supersonic mixing layer, at a
Convective Mach number around 0.79, by
Chakraborty et al.13 using model-free simulation. Li
and Fu14 solved 2D Boltzman equations for high-
speed planar free mixing layers with convective Mach
numbers ranging from 0.2 to 1.0. They found out that
the mean velocity field and the thickness growth rate for
the 2Dmixing layers agree generally well with the experi-
mental results even though the ‘real’ flow is 3D.
However, the 2D simulations significantly over predict

the velocity fluctuation intensities and shear stresses
compared with experimental data, especially in cases
with high convective Mach numbers. All these 2D
studies compared their results with the experiments
having confining side walls, which may have made the
flow field 2D.

Two-dimensional inviscid eddy simulations were car-
ried out for free supersonic mixing layers with convect-
ive Mach numbers ranging from 0.35 to 0.7 by Oh and
Loth16 using finite element method (FEM) techniques.
The computed growth rate at convective Mach number
0.45 showed significantly under predicted values when
compared to a 3D direct numerical simulation (DNS)
results after a certain axial location. This under predic-
tion is attributed to the presence of both oblique and
streamwise vorticity which contributes to additional
instability modes and allows for vortex stretching,
which could have been suppressed with the presence
of side walls.

It is clear from the above discussion that the role of
oblique disturbances in the growth and the develop-
ment of supersonic confined mixing layer need further
investigation. It was argued9,11 that the coupling
between the motion of the shear layer and the duct
acoustics waves produce a new instability mechanism
namely the ‘supersonic instability’ which is predomin-
antly 2D in nature. This instability mechanism origin-
ates from wall confinement and is different from the
classical Kelvin–Helmholtz instability. However, ade-
quate studies are not reported in the literature address-
ing the role of three-dimensionality on the growth and
development of confined supersonic mixing layer in
high convective Mach number range.

In the present study, different 2D and 3D model-free
simulations were carried out to understand 3D effects in
the growth and development of confined supersonic
mixing layer. Mixing of two high-velocity streams of
hydrogen and nitrogen at static temperatures of 103
and 2436K, respectively, investigated by Erdos et al.17

has been taken as a test case. The adequate length of test
section for flow development, cleanliness of the geom-
etry, detailed flow visualisation, measurement of surface
parameters are some of the notable features for selecting
the experiment for validation case. In the experimental
setup, the mixing of two high-speed streams takes place
in a duct of rectangular cross section without any diver-
gence. Another important feature of this experimental
condition is the high difference in the molecular weight
and temperature of the two mixing streams, which is not
there for other available experimental studies data.
Instantaneous and averaged properties of various flow
variables and turbulent quantities obtained from 2D and
3D simulations were compared to bring out the effect of
three-dimensionality in the confined supersonic mixing
layer development.
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Numerical simulation of the mixing layer

The parameters for the mixing layer simulations in the
present work are taken from an experimental study
carried out by Erdos et al.17 In one of the experimental
cases of their study, hydrogen and nitrogen at Mach
numbers of 3.09 and 3.99, respectively, flow in the
upper and lower parts of a rectangular duct, forming
a mixing layer. A schematic of the Experiment along
with the flow parameters is shown in Figure 1. The
cross section after the splitter plate is 25.4mm high
and 50.8mm wide.

The primary stream is fed through an expansion
tube, while the secondary stream is supplied through
the single manifold of two Ludweig tubes. The wall
heat transfer rates from the experimental data indicate
a laminar entry at the splitter plate, transition zone just
after that, and fully turbulent flow after a downstream
distance of roughly 300mm from the splitter plate.

For the experimental condition chosen for numerical
simulation, nitrogen stream makes primary flow at the
lower part of the duct coming from an expansion tube,
while the upper part of the duct makes secondary flow
of hydrogen coming from Ludweig tubes. The details of
the flow parameters are presented in Table 1. The con-
vective Mach number is 0.79 for this experimental
condition.

Computational methods

In the present study, model-free simulation is used. A
model-free simulation is numerical simulation without
any turbulence model. The Navier–Stokes equations
with continuity, energy transport and species transport
equations are solved without any time averaging.
Unlike DNS, in a model-free simulation, the resolution
of Kolmogorov scales is not sought for. However, the
grid size in case of model-free simulation is such as to
resolve the large-scale fluctuations affecting the forma-
tion and growth of mixing layer. Very small-scale fluc-
tuations responsible for the transfer of turbulent

mechanical energy to the thermal energy may not be
fully resolved.

Compact finite difference scheme – method, grid and boundary

conditions. Two-dimensional model-free simulations are
carried out by employing nonreacting version of
SPARK2D code developed at the NASA LaRC by
Drummond and Carpenter.18 It discretises 2D Navier–
Stokes equations by using Mac-Cormack’s compact
scheme with fourth-order spatial and second-order tem-
poral accuracy. This choice represents a compromise
between the accuracy of higher order numerical algo-
rithm and the robustness and efficiency of low-order
methods. This code has been validated by comparing
the computed results of some test problems with
known analytical solutions. Carpenter and
Kamath19,20 have demonstrated that with the compact
scheme, the growth rate with the initial profile based on
the eigenfunctions predict those from linear stability
theory for free shear layer to within 1% for a time dur-
ation equal to about 5 times the sweep time of the flow
field. The compact scheme provide a substantial reduc-
tion in truncation and phase errors over the first-order
upwind and the second-order Mac-Cormack’s scheme.

The flow domain is of size 535mm� 25.4mm. The
two streams are separated by a splitter plate at a height
of 12.7mm, before the start of mixing. The grid is
stretched exponentially in the axial direction with

Figure 1. Schematic of experimental condition of Erdos et al.17 for confined supersonic mixing layer.

Table 1. Inflow parameters for confined supersonic mixing

layer.

Location Primary Secondary

Species Nitrogen Hydrogen

Velocity (m/s) 3807 2389

Temperature (K) 2436 103

Pressure (MPa) 0.02758 0.02758

Mach number 3.78 3.09

Re (/mm) 2200 42,000
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minimum grid spacing at the inflow boundary to cap-
ture the initial development of the mixing layer. In the
lateral direction, minimum grid spacing is taken near
the interface and it is stretched exponentially towards
both the upper and lower wall. The wall boundary layer
is resolved by taking very fine mesh near the solid wall
and the grid is again stretched exponentially in the
region away from the wall. The grid structure employed
in the simulations has 1000 points in the axial direction
with minimum grid size of 0.3mm near the inflow
boundary plane and the maximum size of 0.8mm
near the outflow boundary. In the lateral direction,
101 grid points are used with a minimum grid spacing
of 0.09mm near the interface and wall, and the max-
imum grid spacing is of the order of 0.5mm in the
region away from interface and wall. The grid con-
sidered in the simulation is sufficient to capture the
large-scale structure of the flow field as is evident
from the grid resolution studies. Grid resolution calcu-
lations were made by varying the number of grids
in both axial and lateral directions. In this grid reso-
lution study, five different grids namely, 1000� 101,
750� 101, 500� 101, 500� 125, and 500� 75 were
used to determine the effect of grid resolution in the
axial and cross-stream directions. One sweep time for
the flow is assumed as the time taken for the flow to
cross the domain with lower velocity stream. The
results for first two such sweep times are discarded,
and the variables are averaged for next two sweeps.

The value of averaged axial velocity at a plane
300mm from the inlet is shown in Figure 2(a) and (b)
for both lateral and axial refinement of the grids. It can
be observed that increasing the number of grids from
500 to 1000 in axial direction and 75 to 125 in the lat-
eral direction leaves the results almost unchanged. The
spectral content of pressure fluctuations were compared
with different grid and is observed that not only the
mean values, but also the amplitudes of the fluctuations
match well with different grid. Hence, it is concluded
that the 1000� 101 grid is sufficient to give grid-inde-
pendent solution.

The boundary conditions set for this problem are as
follows. In the solid boundary at the upper and lower
walls, no slip conditions for the velocities and the con-
stancy of wall temperatures are imposed. A boundary
layer velocity profile is given at the inlet as shown in
Figure 3. The thicknesses of boundary layer were taken
from the experimental data in both the streams at the
inlet. In the boundary layer regions, parabolic profiles
are given to match the free stream velocity. The effect of
fluctuations with time in the inlet velocity profiles are
studied by comparing the root mean square (rms)
values of velocity fluctuations at different axial loca-
tions with and without initial forcing. The lateral dis-
tribution of velocity fluctuations (rms values) at
different axial locations (x¼ 100, 200, 300, 400, and
500mm) are compared in Figure 4. It can be observed
that the initial forcing does not have any influence in

Figure 2. Averaged axial velocity variation in lateral direction at an axial location of 300 mm obtained with grid refinement in (a)

lateral direction (b) axial direction.

4 Proc IMechE Part G: J Aerospace Engineering 0(0)
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the development of flow features in the downstream
region. Both the streams are given equal pressure of
27,580 Pa. Nitrogen mass fraction is set to unity for
primary stream, while hydrogen mass fraction is unity
for the secondary stream. The static temperatures of
both primary and secondary streams are set at constant
values of 2436 and 103K, respectively. The exit bound-
ary condition is obtained by second-order extrapola-
tion and is considered satisfactory for this problem
dominated by supersonic flow.

The mean properties of the flow can be calculated
after the initial conditions have been purged out of the
flow domain. The fluid speed inside the domain varies
from zero at the walls to the speed of the high-speed
stream. In this situation, it is difficult to assign a char-
acteristic speed which could be indicative of purging
time. In order to evaluate the time needed to purge
out the initial conditions, a third chemical species is
added in the initial condition, and its concentration is
monitored. Similar method has been adopted to check
the purging of initial conditions by Lian et al.21 for
their unsteady simulation of a combustor. The initial
condition for the species is given as mass fraction of 0.5
of an inert species in the entire flow domain to serve as
a ‘marker’ for ascertaining the purging of initial condi-
tions. The monitoring of this inert species shows that it
takes 515 ms for its maximum mass fraction to become
less than 1� 10�6 within the entire flow domain.
Changing the initial conditions with different velocities
also does not change this purge time. The averaging
process for the evaluation of mean quantities is started
after this purging time of 515ms.

The attainment of statistical steady state is checked
by averaging the values of the required variables over
time, after the purging of initial conditions. Different
flow variables are averaged as the solution proceeds;
and these values are checked at different intervals for
stabilised values. The time interval chosen for checking

Figure 4. Root mean square values of fluctuations in average axial velocity at different axial locations (a) both primary and secondary

streams are forced (b) only secondary stream forced.

Figure 3. Axial mean velocity profile at the inlet (edge of

splitter plate).
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the stabilisation of averaged quantities is taken same as
that taken for purging the initial condition, that is,
515ms. This time interval is referred as one sweep time
for the purpose of checking the attainment of statistical
steady state. It has been observed that the mean proper-
ties like velocities, temperature, and species mass frac-
tions stabilise at less number of sweeps than the
turbulence statistics quantities like Reynolds stress
and Reynolds fluxes, etc. It was found that all the
mean and turbulent quantities reach their statistical
steady state after four sweeps of run. The variation of
averaged axial velocity and Reynolds stress in lateral
direction at an axial location of 500mm, with number
of sweeps are shown in Figure 5. The final average
values of the variables are taken by averaging the
instantaneous values for time taken for four sweeps
that is 2060 ms.

2D and 3D OpenFOAM simulations – method, grid and bound-

ary conditions. OpenFOAM open source software
(www.openfoam.com) is used to carry out model-free
studies for a 3D domain as well as a 2D domain.
OpenFOAM is free-to-use open source numerical simu-
lation software with extensive CFD and multi-physics
capabilities. The governing equations are discretised
using polyhedral finite volume method. The second-
order accuracy in space and second-order accuracy in
time is used. The object-orientation of the software

facilitates easy model implementation in physical mod-
eling and numerics (discretization, solvers, equation
coupling). In the present case, mass conservation equa-
tion, momentum conservation equation, energy conser-
vation equation in the static enthalpy form, and species
conservation equation are solved. The thermochemical
properties of the species involved are read from
JANAAF tables. The Lewis number and Schmidt
number are set to unity.

The grid and boundary conditions used for 2D
OpenFOAM simulations are same as those used
for SPARK simulations. For 3D calculation, a 3D
computation mesh with 41 planes is formed by span-
ning the 2D grids with an equal distance in the
z-direction. The distance between two planes is kept
to be 0.5mm. The boundary condition at the side
walls is set as periodic boundary condition. In order
to have a sufficiently developed flow field before the
mixing of the streams, the inlets with splitter plate are
extended upstream by a distance of 50mm. A splitter
plate with a constant thickness of 0.58mm is provided
in this stretched length. The velocities at the splitter
plate walls are kept zero, and adiabatic wall conditions
are employed for heat transfer. In case of Open FOAM
simulations also, a parabolic boundary layer profile is
given near the walls and the splitter plate. The purging
time for initial conditions is taken same as evaluated
from the SPARK simulations. The time taken to reach

Figure 5. Variation of the averaged variables with sweep times in the lateral direction at an axial location of 500 mm: (a) axial

velocity, (b) Reynolds shear stress.
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statistical steady state is also taken same as evaluated
from SPARK simulations.

Results and discussion

The instantaneous values and averaged values of
Hydrogen mass fraction and axial velocity, from 3D
OpenFOAM simulations, are shown in Figures 6
and 7, respectively, at different axial locations. In
these figures, the y-axis shows lateral direction while
the z-axis represents span wise direction. The three-
dimensionality of the instantaneous flow field can be
clearly observed in both the species and axial velocity
distributions. Similar kind of three-dimensionality is
noticed in the experimental results of Clemens and
Mungal22 above a convective Mach number 0.6.

Sandham and Reynolds23 have also shown through
linear theory and direct simulation that above convect-
ive Mach number 0.6, the mixing layer would have a
strongly 3D behaviour. The time average values can be
observed to be 2D. This two-dimensionality is also
noticed in the experimental results of Wantuck et al.24

Although the instantaneous flow field is 3D, the aver-
aged flow field of the mixing layer is observed to be 2D.

In the present simulation, no fluctuations in the vel-
ocity fields at inlet are introduced. This is in agreement
with the almost laminar entry conditions observed in
the experiment. This laminar entry condition shows
transition to turbulence with the development of turbu-
lent kinetic energy (TKE), as shown in Figure 8. It can
be observed that the mixing layer shows very small
TKE in the beginning and with the development of

Figure 6. Instantaneous and averaged distribution of H2 mass fraction at different axial locations.

Figure 7. Instantaneous and averaged distribution of axial velocity at different axial locations.
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 at DEFENCE RESEARCH DEV LAB on June 14, 2012pig.sagepub.comDownloaded from 

http://pig.sagepub.com/


XML Template (2012) [25.5.2012–9:59am] [1–15]
K:/PIG/PIG 446570.3d (PIG) [PREPRINTER stage]

the flow, the TKE increases indicating onset of turbu-
lence. Instantaneous vorticity contour in the test section
is shown in Figure 9 which clearly depicts the develop-
ment of large-scale structure in the mixing layer, vortex
roll up and tearing and pairing of vortices.

The mixing layer thickness is obtained using the
10% �U thickness definition in the growth region,
where �U is calculated as the difference between local
free stream velocities of the mixing streams. The thick-
ness comes as the distance between two points where
the velocities are (0.1U1þ 0.9U2) and (0.9U1þ 0.1U1).
Mixing layer thicknesses are evaluated at different
axial locations for the simulation results using 2D
SPARK code, 2D OpenFOAM, and 3D OpenFOAM.
The mean axial velocity is normalised as �U ¼
U�U1ð Þ= U2 �U1ð Þ and plotted against a similarity lat-
eral co-ordinate � ¼ y� y0ð Þ=b, where y0 is the location
in lateral direction with the mean axial velocity as
(U1þU2)/2 and b is shear layer thickness. The similar-
ity profiles at different axial locations are shown in
Figure 10(a) to (c) for all the simulations. It can be
observed from Figure 10(a) that it takes around
300mm axial distance for the self-similarity to be estab-
lished in case of SPARK simulations. While in case of
both 2D and 3D simulations from OpenFOAM self-
similarity is achieved after 200mm of the axial distance
as can be seen in Figure 10(b) and (c). It can be
observed that the flow field for all the simulations
achieves self-similarity within the duct length.

The mixing layer thicknesses in the self-similar
region are plotted in Figure 11 for different simulations.
Also an empirical growth rate is evaluated using
Langley curve for the present velocity ratio, density
ratio, and convective Mach number and shown in the
same figure. Although the thicknesses of the mixing
layer predicted using different simulations are different,
the slopes of these curves shown in Figure 11 do not

seem to differ much. The growth rates observed from
the 2D OpenFOAM and 2D SPARK are found to be
30.8 and 33.8mm/m, respectively. While the growth
rates predicted 3D OpenFOAM simulations is found
to be 37.7mm/m. Three-dimensional natures of the dis-
turbances are responsible for this enhanced growth rate
for 3D simulation. The growth rate for similar free
shear layer from Langley curve comes out to be
around 23.0mm/m. The 2D simulation results from
OpenFOAM and SPARK are near to each other with
a difference of <10%; however, these results show
growth rate higher by around 30% when compared
with Langley free shear layer growth rate. The 3D
simulation results show around 40% more growth
rate than the free shear layer growth rate. This
increased growth rate may be due to the effect of con-
finement, difference in temperature ratio, molecular
weight ratios, inlet conditions, etc., which are not con-
sidered for the evaluation of growth rates from Langley
curve, while the present case deals with a confined
mixing layer of two streams with different molecular
weight and temperatures. However, the increased
growth rate as well as the higher thicknesses in the
results from 3D OpenFOAM simulations, when com-
pared with 2D simulations is due to the 3D nature
of the flow-field. It is observed that the three-
dimensionality destabilises and destroys 2D structures
responsible for mixing suppression, resulting in
increased mixing.15 In a series of DNS simulations car-
ried out for a free supersonic mixing layer with convect-
ive Mach numbers ranging from 0.2 to 1.56 by Risha25

for both 2D and 3D supersonic free shear layers, it was
observed that the shear layer growth rate was signifi-
cantly higher for 3D cases than the 2D cases with the
ratio of 3D to 2D growth rates varying between 1 and
4.7, indicating more mixing for a 3D situation. Oh and
Loth26 have considered some computational studies for

Figure 8. Turbulent kinetic energy (TKE) distribution along the length of the duct.

Figure 9. Instantaneous vorticity distribution in the test section.
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2D and 3D simulations, and shown that the mixing
layer thickness matches well near the splitter
plate with empirical growth rate, but as the distance
increases the thickness is under predicted while in the
case of 3D simulations the increased growth rate is
captured.

The bottom (Nitrogen side) and top (Hydrogen side)
wall surface pressures obtained from different model-
free simulations (2D SPARK and 3D OpenFOAM) are
plotted in Figures 12 and 13, respectively. The experi-
mental pressure data from Erdos et al.17 are also
plotted in the same figures.

The 2D simulations performed using OpenFOAM
and SPARK show a satisfactory comparison in wall
pressures. In the downstream direction for the
Hydrogen side wall, the predictions from the 2D
OpenFOAM simulation are on a lower side.
Considering the repeatability and error band of the
experimental data, as reported in Erdos et al.,17 the
comparison can be considered reasonable.

The 3D simulation is carried out taking a span of
20mm in the z-direction ranging from –10mm to
10mm. The pressure values are taken at planes passing
through �9, �5, 0, 5 and 9mm. These pressures are
also plotted in Figures 12 and 13. The wall pressure
values predicted by 3D simulation using OpenFOAM
shows a good match for first 200mm of the flow with
the experimental results. For some initial distance, the
2D and 3D simulation from OpenFOAM show very
good match. Afterwards the 3D simulation results
show lower values for the wall pressure. These low
values of the pressures can be attributed to the
scheme of the discretisation as well as the distribution
of momentum in the third direction. Nevertheless, the
collapse of the pressure data for all the five planes indi-
cates that the averaged flow is essentially 2D in nature.

The lack of match for the far downstream point
from experimental data and 3D open FOAM results
can be attributed to the absence of side walls in the
simulations. According to Lu and Wu11 the side walls
act as suppressors for three-dimensionality and the flow
essentially remains 2D. This suppression of three-
dimensionality by side walls could explain the better
match of experimental pressures data with 2D simula-
tions data.

The pressure in a fluid flow is defined as the normal
stress on a fluid element. While averaging of the flow
data from simulation results, the normal components of
Reynolds stress also add to the normal stress. In the
case of wall pressure, the simple time averaging of pres-
sure variable alone from model-free simulation data
gives correct picture of pressure, as the normal compo-
nents of Reynolds stress are zero at wall. But in the case
of pressure values in transverse direction, the value of
averaged transverse Reynolds stress needs to be added
to the average pressure value. This has been done for
the simulation data and it is plotted at axial locations of
200 and 300mm, as shown in Figure 14(a) and (b).
Two-dimensional OpenFOAM data shows a compar-
able pressure values with those predicted using
2D SPARK code. It appears that the use of lower
order spatial accuracy does not affect the prediction
of pressures much. The pressure distribution obtained
from the 3D simulations shows a lower value than
the pressures predicted by all the other methods.
However, the shape of the pressure distribution curve
by 3D OpenFOAM closely follows the 2D OpenFOAM

Figure 10. Self-similarity profiles at different axial locations for:

(a) SPARK simulations, (b) OpenFOAM 2D simulations, and (c)

OpenFOAM 3D simulations.

Javed et al. 9

 at DEFENCE RESEARCH DEV LAB on June 14, 2012pig.sagepub.comDownloaded from 

http://pig.sagepub.com/


XML Template (2012) [25.5.2012–9:59am] [1–15]
K:/PIG/PIG 446570.3d (PIG) [PREPRINTER stage]

simulation results with lower values, indicating the
effect of relief in third direction.

The axial mean velocity distributions at differ-
ent cross sections are shown in Figure 15(a) and (b).
The 3D OpenFOAM simulation results show a higher
mixing layer thickness at all the axial locations when
compared with 2D OpenFOAM results as a conse-
quence of three-dimensionality. Similar results are
reported by Risha25 for the free shear layer simulations.
2D SPARK results show a lower mixing layer thick-
ness than 2D OpenFOAM results, due to late establish-
ment of flow and achievement of self-similarity.
However, after the achievement of self-similarity, the

SPARK results show a slightly higher growth
rate than that predicted by 2D OpenFOAM. The ear-
lier establishment of flow, in case of OpenFOAM
occurs due to presence of the upstream region in the
inlet zone.

The distribution of static temperature at axial loca-
tions of 300 and 500mm is shown in Figure 16.
Temperature distribution from 2D SPARK simulation
and 2D OpenFOAM simulations do not show quite
good match except in locations near walls. The thermal
mixing is much more in the mixing layer for 2D
OpenFOAM simulation results than in case of the 2D
SPARK simulation results.

Figure 11. Mixing layer thicknesses and corresponding growth rates from different simulations.

Figure 12. Bottom wall (Nitrogen side) pressure comparison among experimental and numerical results.
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Comparing 2D and 3D OpenFOAM results for
temperature distribution, at 300mm location, there
is no appreciable difference between the two, indicating
a very small effect of three-dimensionality on the
temperature distribution in the initial stages.
At 500mm location, 2D results show more mixing
than the 3D results. Also the peak near higher tempera-
ture wall is found larger for 3D than for 2D case. This
happens due to more heat transfer to lower

temperatures resulting from more mixing in the 2D
case. This more mixing in the 2D case happens due to
the coupling of species equation, where the increased
species mixing in the 2D case causes increased thermal
mixing also.

Figure 17 depicts the distribution of hydrogen mass
fraction at axial locations of 300 and 500mm. At
300mm axial location, the species distribution profiles
predicted by all the simulations are smooth and

Figure 13. Top wall (Hydrogen side) pressure comparison among experimental and numerical results.

Figure 14. Sum of pressure and lateral component of Reynolds stress at different axial locations: (a) 200 mm, (b) 300 mm.
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gradually varying. The same kind of gradual variation
is observed in an experimental study carried out by
Wantuck et al.,24 where mixing between supersonic
streams of Argon and Helium is studied experimentally

at a convective Mach number of 1.2. As the mixing
layer progresses downstream, at the axial location of
500mm, the smooth variation in the species profiles
looks to be lost for 2D computations carried out

Figure 15. Axial mean velocity distribution at different axial locations: (a) at 300 mm, (b) at 500 mm.

Figure 16. Temperature distribution at different axial locations at: (a) 300 mm, (b) 500 mm.
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using both SPARK and OpenFOAM. It appears that
although flow variables like velocity and pressure, are
predicted satisfactorily with the 2D calculations, in the
case of species the predictions are contrary to the

experimental findings. These variations of species
seem to be affected more with the three-dimensionality
of the flow. This higher and non-smooth variation of
species affect the temperature profiles also in the mixing

Figure 17. Hydrogen mass fraction distribution at different axial locations: (a) at 300 mm, (b) at 500 mm.

Figure 18. Reynolds shear stress distribution at different axial locations: (a) at 300 mm, (b) at 500 mm.
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layer as observed in the comparison of static
temperatures.

The comparison of the Reynolds shear stress has
been shown in Figure 18. The 2D predictions by
SPARK code show slightly lower value of peak stress
than OpenFOAM in the initial stages of the flow. In the
further downstream direction, the 2D SPARK and
OpenFOAM results show almost similar distribution
of the Reynolds shear stress with slight displacement
of the peak value in the lateral direction. The 3D
OpenFOAM simulation results show lower peak
Reynolds shear stress. Also the three-dimensionality
of Reynolds shear stress is evident from these curves,
despite a profound two-dimensionality exhibited by the
pressure, velocity, temperature, and species mass frac-
tion distribution curves at different locations.

From the two components of Reynolds normal stres-
ses, the anisotropy of the turbulence �u/�v can be deter-
mined for the 2D cases as well as 3D case. The
anisotropies �u/�w and �v/�w are also evaluated for
the 3D case. The peak values of the anisotropy of the
different turbulent stresses in the mixing layer region
are shown in Table 2.

The reduction in the maximum values of the normal
stress anisotropy (�u/�v)max for 2D OpenFOAM simu-
lations as compared with 2D SPARK simulations indi-
cates increase in isotropy due to numerical diffusion.
This normal stress anisotropy shows a higher value
than the 2D OpenFOAM simulations for 3D
OpenFOAM simulations, showing increased anisot-
ropy of the flow. Goebel and Dutton27 reported peak
values of this anisotropy to vary from 1.5 to 3.5 for a
variation of Convective Mach number from 0.2 to 0.98.
A value of 1.32 is reported in literature28 for normal
stress anisotropy (�u/�w)max as against the computed
value of 1.96. This anisotropy is observed to not vary
much with the compressibility. The normal stress
anisotropy (�v/�w)max is observed to be unity in case
of incompressible flows, while the observed value in
present computation is 0.84 which is very near to the
reported value of 0.85.27 It can be observed that all the
values of anisotropy are away from unity; therefore, it
would seem that numerical simulations which are based
on isotropic turbulence models may perform poorly at
higher convective Mach numbers.

Conclusions

An experimental case17 of supersonic mixing layer with
two parallel supersonic streams of hydrogen and nitro-
gen is investigated numerically by using model-free
simulations. The two streams are at different tempera-
tures and Mach numbers. Numerical studies have been
performed using higher order compact scheme SPARK
code (fourth-order spatial and second-order tem-
poral) and second-order spatial and temporal finite
volume OpenFOAM scheme for both 2D and 3D
conditions.

The 3D simulations show the instantaneous flow
field to be 3D while the averaged flow field remains
essentially 2D as far as pressure and velocities are con-
cerned. Although the thicknesses of the mixing layer
predicted using different simulations are different, the
slopes of these curves do not seem to differ much. The
growth rates observed from the 2D OpenFOAM and
SPARK simulations are found to be almost equal and
around 30% more than that for a corresponding free
shear layer. While the growth rates predicted using and
3D OpenFOAM simulations show around 40% more
growth rate than the corresponding free shear layer
growth rate. This higher growth rate is expected for
3D mixing layers because of destabilisation and
destruction of the 2D structures responsible for
mixing suppression.15 The good match of the pressures
with the experimental values from the 2D calculations
is indicative of the two-dimensionality of the flow-field
inside the test duct for the height-to-width ratio of the
duct cross section and convective Mach number con-
sidered. It can also be inferred that the presence of side
walls can be responsible for reduction in the mixing.
The pressure predictions with both 2D simulations
seem to match well with slight differences, and the
effect of discretisation scheme seems to be minimal.
The pressures predicted using 3D OpenFOAM show
lower values in the downstream direction, indicating
the effect of three-dimensionality.

The temperature and species predictions are quite
different for 2D and 3D simulations. The species distri-
bution using 2D simulations does not match the experi-
mental observations of smooth variations. It is
interesting to note that while 2D calculations give
good match of velocity and pressures with experimental
observation they fail to do so in case of species distri-
bution and temperature prediction.

Reynolds stress distributions exhibit significant
three-dimensionality with lower peaks compared to
2D calculations. The anisotropy level for 3D calcula-
tions is significantly higher. It appears that turbulence
models based on isotropic turbulence may not be
applicable for predicting the flow field of confined
supersonic mixing layers.

Table 2. Peak values of anisotropy of normal turbulent stresses.

Simulation (�u/�v)max (�u/�w)max (�v/�w)max

2D SPARK 2.50 – –

2D OpenFOAM 2.01 – –

3D OpenFOAM 3.43 1.96 0.84
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Appendix

Notation

b shear layer thickness
U mean velocity in axial direction
�U normalised mean axial velocity
U1 inlet velocity of lower speed stream
U2 inlet velocity of higher speed stream
y lateral direction coordinate
yo location in lateral direction with the

mean axial velocity as (U1þU2)/2

� similarity co-ordinate in lateral direction
�u normal component of Reynolds stress in

axial direction
�v normal component of Reynolds stress in

lateral axial direction
�w normal component of Reynolds stress in

span wise direction
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