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a b s t r a c t

Large eddy simulations (LES) of subsonic and supersonic boundary layers separating at backward facing
steps are performed for validating a hybrid flow solver and testing the digital filtering approach for
specifying the inflow turbulence. The broadband spectra of eddies in the approaching boundary layers
resulting from filtering properly trigger the shear layer instabilities leading to significant improvements
in predictions of first and second order turbulence statistics when compared to those resulting from use
of uncorrelated noise for generating inflow turbulence. This seems to be true even though the distance
between the inflow boundary and the step is about the same or less than in most of the LES of this kind
of flows reported in literature and not sufficient to establish an equilibrium boundary layer with correct
phase information before the flow reaches the step. The density/entropy disturbances resulting fromnon-
solenoidal inflow do not seem to adversely affect the predictions in the subsonic case. The digital filtering
approach does, however, generate acoustic disturbances that contaminate the expansion fan generated
at the corner and lead to slight overpredictions in turbulence levels downstream in the supersonic case.

© 2017 Elsevier Masson SAS. All rights reserved.

1. Introduction

Inflow conditions are critical for accuracy of large eddy simula-
tions (LES) of spatial evolving flows. Several inflow specification
techniques developed over the years continue to be refined as
there is no optimal choice as yet.

Lund and coworkers [1] proposed the recycling–rescaling
method for turbulence inflow specification based on earlier work
of Spalart [2]. Since the scaling laws for equilibrium boundary lay-
ers are known, thismethod and its variants have been preferred for
simulating them using LES [3–6]. Ways to specify thermodynamic
variables in case of compressible flows with in this approach have
also been developed successfully [7–9]. As Ferrante and Elgob-
ashi [10] noted, proper initialization is necessary to ensure fast
and sustainable realization of turbulence between the inlet and
the recycle planes. Extensions to handle incoming boundary layers
with axial pressure gradients, to authors’ knowledge, have not
been explored yet. These methods may also introduce spurious
dynamics at a frequency corresponding to convective time scale
of the recycle zone [11–13].

For many practical applications of LES, methods that can
broadly be termed as synthetic turbulence approaches are simpler
than those based on recycling or precursor simulations. Synthetic
turbulence approaches seek to create large scale eddies that would
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set up the energy cascade and a broadband spectrum. The small
scale dynamics have shorter time scales and adjust very quickly.
Different ways of generating synthetic turbulence have been de-
veloped. The synthetic eddy method [11,14] uses randomly dis-
tributed eddies introduced near the inlet whose collective effect
conditioned by the prescribed statistics (second order moments of
the velocity field) determines the instantaneous inflow conditions.
These eddies can be viewed as coherent structures [15] or vortex
elements in the classical vortex dynamics description of turbu-
lence. Coherent structures generated at the inlet produce and sus-
tain turbulence with in a short distance from inlet boundary. This
approach has been used very effectively for a range of compressible
flow problems to generate inflow conditions at interfaces between
Reynolds averaged Navier–Stokes (RANS) based approaches and
LES in zonal RANS–LESmethods [16–19]. Initial work [16,17] relied
on the control planes approach of Spille-Kohoff and Kaltenbach
[20] where additional forcing on planes parallel to inflow plane is
used to counter the initial amplification or decay of synthetic tur-
bulence and achieve target Reynolds stress profiles quickly. Later, a
reformulated synthetic turbulence generation (RSTG) method [18]
was introduced which avoids the complexity of the control planes
approaches. This method help realize equilibrium boundary layers
over very short distances and has also been demonstrated for flows
with pressure gradients [19].

Purely mathematical methods are generally variants of three
original approaches. Gao and Mashayek [21] developed a sim-
ple method of generating inflow turbulence with given second
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Nomenclature

Cf friction coefficient
Cp coefficient of pressure
ER expansion ratio
h step height
M Mach number
p pressure
p′ pressure fluctuation
Reh Reynolds number based on step height, free

stream conditions
ρ density
ρ ′ RMS value of density
t time
Uo inflow velocity outside the boundary layer
Xr reattachment length
x, y, z streamwise, wall-normal and spanwise coordi-

nates
U, V ,W mean streamwise, wall-normal and spanwise ve-

locities
u′, v′, w′ RMS values of streamwise, wall-normal and span-

wise fluctuating velocities
⟨u′v′

⟩ Reynolds stress
γ ratio of specific heats

moments and it has been used successfully in a few studies but
in this approach, though three different time scales are used for
correlating the three velocity components, the correlation is only
along the flow direction. The temporal correlation at the inlet
translates into a spatial correlation along the flow direction. There
is no spatial structure/correlation in any direction perpendicular
to the inflow plane. The same is true with the turbulence forcing
scheme introduced by Volavy and coworkers [22]. Despite this fact,
they seem to improve the accuracy of LES tremendously over use
of uncorrelated random numbers for inflow turbulence [23].

Second type of synthetic turbulence methods involve genera-
tion of spatial modes using analytical functions for inflow distur-
bances. Among these, the method developed by Batten et al. [24]
is based on superposition of sinusoidal modes with random fre-
quencies andwavenumbers, with givenmoments and spectra. This
method, however, is based on a single length scale for charac-
terizing the correlations in all directions. This same length scale
also applied to all velocity components. As a result, the spatial
structures of the eddies entering the domain may not be fully
correct and realization of a truly turbulent state is delayed. Keating
and Piomelli [25] used the control planes approach [20] to reduce
such delay in establishing an incompressible equilibriumboundary
layer. Faster transition may also be possible by specifying the
integral lengths in each direction for the three velocity compo-
nents. The synthetic turbulence method of Sandham and cowork-
ers [26] introduces modes that have (non-sinusoidal) functional
dependencies along wall-normal direction to produce near wall
streaks in the inner layer and more three-dimensional vortices in
the outer layer as observed in boundary layers. Phase information
is controlled in this approach but no attempt is made to match
statisticalmoments. This approach tends to generate an unphysical
second peak in streamwise fluctuations profile in addition to the
near wall peak.

The third method is the digital filtering approach of Klein and
coworkers [27]. In this approach random numbers are filtered
so that the velocity components are spatially correlated as per
prescribed functional forms. Each component has different inte-
gral lengths (that characterize spatial correlation) along the three
directions. Xie and Castro [28] modified this method by replacing

three-dimensional filtering with two-dimensional filtering (on the
inflow plane) and correlating the filtered field with its history
using an assumed exponential temporal correlation. This approach
has subsequently been extended to compressible flows by Touber
and Sandham [12]. First and second moments (Reynolds stress
tensor components) are matched to prescribed values while per-
turbations of thermodynamic variables are computed by invoking
the strong Reynolds analogy. It is as simple and efficient as the
synthetic turbulence method but with slightly better turbulence
statistics [12]. A brief description of the technique is provided in
Appendix A . It is used here for LES of subsonic and supersonic flows
over backward facing steps using a compressible flow solver.

Some inflow generation techniques including the digital filter-
ing approach do not supply solenoidal velocity as required at low
speeds. However, the non-solenoidal component of the incoming
flow is filtered out using pressure by incompressible flow solvers.
The turbulence levels need to recover following an initial dip due
to this. When using compressible flow solvers, there is a different
problem. Entry of non-solenoidal flow leads to density/entropy
fluctuations that are convected with the flow. Depending on the
way unsteady pressure and temperature are specified, there could
also be density/pressure fluctuations associated with acoustic dis-
turbances which propagate even faster. In addition to checking the
efficacy of the compressible digital filtering technique for sepa-
rated flows using a newly developed compressible LES solver [29],
the present study is intended to identify the effects of these fluc-
tuations.

2. Numerical method

A hybrid solver based on the combination of MacCormack and
shock capturing SLAU2 schemes is used for integrating the Favre
filtered governing equations for compressible flows. The blending
of the non-dissipative and dissipative (upwind) schemes is usually
done by relying on discontinuity sensors. However, unphysical
numerical oscillations tend to persist even far away from disconti-
nuities in solutions obtained using hybrid solvers. So, an additional
unphysical oscillation sensor is also used in the present hybrid
method to suppress such oscillations. The overall inviscid fluxes
are computed as aweighted averages of the fluxes computed using
the two schemes. The weight of the upwind scheme is highest
near discontinuities and almost negligible in smooth regions of
the flow. The weight of the upwind scheme, in addition, also
increases monotonically with the amplitude of unphysical two-
point oscillations in the density field. The numerical dissipation
of the upwind scheme keeps the numerical oscillations under
check even away from the discontinuities. The effectiveness of the
blending technique based on this additional sensor in eliminating
unphysical and undesirable oscillations while ensuring accurate
capturing of physical oscillations has been tested by simulating
various prototype problems for compressible turbulence and doc-
umented earlier [29]. The details are left out here for brevity.

Several sophisticated subgridmodels have been developed first
for incompressible flows and then extended to compressible flows
in last few decades. The differences between predictions of differ-
ent subgrid models could be significant in temporal simulations
but while simulating spatially evolving flows, they tend to be
marginal. Flows of interest in engineering fall in the latter category
and their predictions dependmore on the numerical discretization
scheme and the inflow conditions than the subgrid model. For
this reason, instead of a complex subgrid model, the Smagorinsky
model [30] with van Driest damping of eddy viscosity near walls is
used here to compute the subgrid terms that result from filtering of
nonlinear advection terms. The cube root of the finite volume cell
is used at the filter width while computing the eddy viscosity. The
subgrid energy flux term is close by invoking the eddy diffusivity
hypothesis and by assuming a subgrid Prandtl number of 0.9.
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Fig. 1. Domain for LES of subsonic flow over backward facing step. The origin
is at the convex corner at the step location. The domain is discretized using a
144 × 72 × 32 mesh similar to one used by Panjwani et al. [31] in streamwise
and lateral directions. The near wall mesh spacings in wall units (Y+) in the three
directions near the step are 14, 1.0 and 30 respectively. As the grid is stretched out
away from the step and more rapidly close to the exit, the streamwise grid spacing
reaches 110.

3. Results

3.1. Subsonic case

The experiment of Jovic and Driver [32], with spatially evolving
boundary layers crossing steps on either sides of a channel, has
a simple geometry suitable for structured meshes which enable
higher order of accuracy than unstructured meshes. This fact and
the relatively low Reynolds number help in ruling out lack of
resolution as a possible source of inaccuracy. A direct numerical
simulation [33] and several LES [23,31,34–40] of it have been
reported in the literature. One half of the flow can be simulated due
to symmetry about the centerline and the fact that the core flow
is uniform and unaffected by the boundary layers. The expansion
ratio is 1.2 and Reynolds number based on step height and inlet ve-
locity outside the boundary layer is 5100. The incoming boundary
layer is 1.2 times the step height and is resolved using 23 points in
the wall-normal direction.

As in most of the past simulation studies, a half of the exper-
iment is simulated. A schematic of the flow geometry is shown
in Fig. 1. No-slip boundary and isothermal conditions are used for
velocity and temperature, respectively, at the solid walls. Periodic
boundary conditions are used in the spanwise (z) direction. A slip
condition is used at the top boundary. This does not constitute an
approximation since the flow at the center line in the experiment
(which is the top boundary in the simulation) has a potential core
with flat velocity profile and no turbulence.

A summary of the past LES of subsonic flows over backward
facing steps is tabulated in chronological order in Appendix B. Pre-
diction of recirculation zone characteristics, especially its length,
is often considered a measure of LES accuracy. How it varies
with Reynolds number and expansion ratio is discussed else-
where [41,42], the discussion here is confined to its numerical
prediction. Since inlet turbulence is one of the main issues in this
study, the inflow conditions used and the resulting predictions
of the reattachment length are listed in addition to details of
flow geometries, conditions and grids. The experiment of Jovic
and Driver [32] is the most simulated and can be considered a
benchmark test case for low speed LES capability. The following
major observations can be made.

1. The flow has a combination of large structures generated
due to instability of the shear layer formed at the corner

Fig. 2. Friction coefficient on the lower wall. The star symbol corresponds to the
step location which is located at the origin.

and small scale turbulence [33,36]. The large scale structures
generated due to shear layer instability survivewell past the
reattachment point but breakdown eventually [33,43,44].
The formation and breakdown of the large structures need
to be captured accurately. If random noise is added to the
mean flow to approximate turbulence, much of it is wiped
out by numerical or physical dissipation andwhat remains is
not very effective and reattachment shifts to a downstream
location [23,31,45].

2. When the approaching boundary layer is fully turbulent,
numerical resolution and accurate inflow conditions are
more important than the subgrid closure [31,37,46]. Tran-
sition (physical or numerical) predictions do vary from one
subgrid model to another [36,39,42].

3. Inflow conditions drawn from a precursor LES are ostensibly
the most accurate but they need to be specified sufficiently
upstreamof the step. The separated shear layer dynamics do
influence the flow upstream of the step. The inflow bound-
ary should be sufficiently upstream so that it is outside
the zone of influence. Forcing the inflow conditions from a
precursor LES at a location close the step would likely lead
to errors downstream and this may be the source of error in
some of the LES that used precursor simulations.

4. Flows over backward facing step become independent of
inlet conditions if the streamwise coordinate is scaled with
the predicted reattachment length [31], a fact that is con-
sistent with experimental findings [47]. The same dynamics
are played out over a longer distance even if the shear
layer breakdown is delayed. The profiles of first and second
order statistics from almost all simulations of Panjwani et al.
were nearly identical [31] and also match with correspond-
ing experimental and DNS [33] predicted profiles at non-
dimensional streamwise locations. In a way, they obviated
the need for accurate inflow conditions while verifying LES
capability and established that their mesh provides suffi-
cient resolution for LES of this flow.

5. To reduce the computational cost associated with the use of
a compressible flow solver, a higher Mach number (∼0.3)
has been used in the some simulations. Compressibility
effects, though higher than in the experiments, have been
assumed to be negligible [23,35,38].

A 144× 72× 32mesh similar to one used by Panjwani et al. [31]
along streamwise and lateral directions is used here for LES at
Mach number of 0.1. The inlet and outlet boundaries are 2.5 and
20 times the step height, respectively, away from the step location
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just as in their study. This is done deliberately in order to facilitate
comparison on as similar terms as possible. While inflow bound-
aries were placed about 10 step heights ahead of the step in few
LES studies [23,34,38,48], many other LES studies [15,35,43,44,49]
with spatiotemporally correlated inflow conditions placed in the
inflow boundary 1–4 step heights ahead of the step. The wall-
normal grid spacing near no-slip walls is such the y+ (calculated
based on asymptotic value of friction coefficient, Cf along the axial
direction) is below unity. In the spanwise direction, higher number
of points are used instead of the 20 points in their study. In wall
units, spanwise grid spacing is 30, while axial grid spacing varies
between 14 and 110 (average is 37). In comparison, the DNS [33]
was conducted using a 768 × 192 × 64 mesh with wall-normal
grid spacing about 0.3wall units. The computational domain, how-
ever, starts 10 step heights upstream of the corner. Due to use of
randomized phase angles in prescribing inlet turbulence, statistical
characteristics were found to quickly drift away and then slowly
approach their corresponding targets. Other than the longer inlet
portion, all other dimensions are nearly similar in DNS [33] and
present LES.

As in case of DNS [33] , flat plate turbulent boundary layer
profile [2] is used to specify the mean velocity profile at the inlet.
The fluctuating quantities are specified using the digital filtering
approach. For comparison, a simulation is also performed with
randomly fluctuating unsteady velocity components without any
spatio-temporal correlations.

The second order statistics of velocity fields within bound-
ary layers are known for a range of Reynolds numbers (e.g., [2])
and can be used to scale the digitally filtered unsteady velocity
components. The length scales needed to determine filter widths
and weights needed to correlate the inflow turbulence in time
have to be specified. Precise spatial variations of integral lengths
associated with two-point velocity correlations with in boundary
layers are unknown. Klein and coworkers [27] havewarned against
the use of strongly varying scales for digital filtering. Their origi-
nal implementation relied on uniform length scales. Veloudis and
coworkers [50] used piece-wise constant levels to account forwall-
normal variations of length scales for LES of periodic hill channel
flow in which flow separates and reattaches on the downstream
side of the hill. Their results including second order statistics, how-
ever, were quite similar when compared to those generated using
uniform length scales. The differences were mainly in the near
wall streamwise velocity fluctuation levels in the recovery region.
Xie and Castro [28] used uniform length scales for cross stream
directions but their streamwise length variation was similar to
that of the streamwise velocity so that the weights for correlating
the inflow in time were uniform. Their work also confirmed the
relative insensitivity of the results to nearly 30% variations in
nominally prescribed length scales.

Touber and Sandham [12] listed the digital filter coefficients for
LES of a supersonic boundary layer but they are not used here for
following reasons. First, the filter widths are specified in terms of
number of points. The transverse length scales would, therefore,
vary roughly the same way as the wall-normal grid spacing with-
out regard to the actual physical correlation lengths. The number
of grid points here is quite low and the grid stretching is higher
than in their simulation. If the numbers they prescribe are used to
determine the points used for filtering, especially for the transverse
length scales, the actual length scales end up being much higher
than the boundary layer itself. Touber and Sandhamalso noted that
the digital filtering is relatively independent of filtering coefficients
as long as the prescribed length scales are at least as large the
integral length scales of the flow.

Based on these observations from literature, the original idea
of uniform length scales is adopted here. The length scales along
streamwise, wall-normal and spanwise directions as fractions of

incoming boundary layer thickness are 1.2, 0.35 and 0.8 respec-
tively. Along a given direction, the same filter is used for all three
velocity components as in the work of Xie and Castro [28].

Further increases in streamwise and spanwise lengths (by even
50%) do not alter the results significantly. The only simulation that
could not produce accurate results was one with transverse length
below 0.2 as a fraction of boundary layer width. Compared to prior
studies [12,28], the spanwise length scale used here is quite high.
Reduction in spanwise correlation length would not make sense
given that only 32 points are used in this direction. Any reduction
would lead to generation of eddies that are very poorly resolved in
this direction. In the context of relative insensitivity of the predic-
tions to the prescribed length scales, it is to be noted, as Keating and
Piomelli [25] pointed out, that establishing equilibrium boundary
layers (in channel flows and on flat plates) with no shear layer
instabilitymechanisms ismore stringent test for inflow generation
techniques than thepresent test casewhere thepost stepdynamics
are mostly dependent on the shear layer as long as it is triggered
adequately.

The digital filtering nevertheless cannot overcome one artifact
when using a compressible flow solver. The incoming turbulence
is not solenoidal and as a consequence, density fluctuations are
introduced into the flow that seem to persist all theway to the exit.

The predicted streamwise variations of the skin friction coeffi-
cient are shown in Fig. 2. The reattachment point for the primary
recirculation zone predicted with digital filtering turns out to be
at 6.09h. The experimental value is between 6.0h − 6.1h and the
DNS [33] prediction is 6.28h. Going by reports in literature, the
distance between the inflow boundary and the step in present
simulations is much smaller than the distance needed to establish
an equilibrium boundary layer using digital filtering. However,
the digital filtering seems to generate an energetic broadband
spectrum including eddies that can trigger the Eigenmodes of the
shear layer and smaller eddies that help in the breakup of large
vortical structures. Still, a more accurate prediction than that of
DNS [33] is perhaps just happenstance.

As in past LES studies based on use of random noise for ap-
proximating inlet turbulence [23,31,45], the recirculation length is
significantly overpredicted. In past LESwhere large eddies that can
trigger the instability are present either due to use of a presimula-
tion or synthetic turbulence, the predictions of the reattachment
length generally turn out to be lower and closer to experimental
values.While use of a precursor simulation can be expected to lead
to more accurate predictions, that does not always seems to be
the case. LES performed this way [34,35,43,44,46,49] end up with
larger errors than when stochastic turbulence [23,38], synthetic
eddymethod [15] or digital filtering (present work) techniques are
used for prescribing synthetic turbulence. Aider and Danet [35]
speculate that the reattachment length, which is already under-
predicted when using random noise, falls further when precursor
simulation is used instead for specifying inflow fluctuations due to
the use of outflow boundary conditions instead of slip boundary
conditions at the top wall. Their simulations correspond to an infi-
nite expansion ratio and reattachment length has been shown [41]
to increasewith expansion ratio. Obviously, furtherwork is needed
for a proper explanation.

The large scale structures generated due to shear layer instabil-
ity survive well past the reattachment point. Evidence for this was
provided in the earlier studies [33,43,44] by plotting the tempo-
ral profiles of the instantaneous spanwise-averaged reattachment
point location and pressure slightly above the mean reattachment
point. The same is done here in Fig. 3. The spanwise-averaged
pressure fluctuates rapidly and so additionalmoving time-window
(corresponding to about 40 time steps) averaging is also done to
filter out high frequencies. Note that the number of points in span-
wise direction and the time step used for numerical integration are
much lower here than in case of DNS [33].
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Fig. 3. Spanwise averaged instantaneous reattachment point location (Xr ), and non-
dimensional spanwise and time-windowaveragedpressure fluctuation (p′) at 0.25h
above mean reattachment point location are plotted with non-dimensional time at
top and bottom respectively. Circles indicate shifts in reattachment point due to a
large vortex passing by the mean location. Most of the shifts are sudden while two
of them are more gradual. ρ and Uo are inflow density and mean inflow velocity
outside the boundary layer.

The sudden drops in reattachment length are due large and
mostly two-dimensional structures passing by the mean location.
The dips in pressure profiles at time instances near these drops
confirm this hypothesis. Fig. 3 clearly indicates seven large scale
structures passing through while evidence is a bit weaker for
two more. The Strouhal number characterizing the shedding of
the large structures passing is, therefore, inferred to be between
0.07 and 0.09. Alternative to this is the computation of Fourier
transform of the pressure data. This transform is plotted with
time period (non-dimensionalized using step height and reference
velocity) as the abscissa in Fig. 4. The time period corresponding to
the largest peak is near 17h/Uo which is also the prediction from
DNS study [33].

Aider and Donat [35] have shown that the upstream turbu-
lence specification affects the vortex shedding frequency. In ad-
dition to the reattachment length, the Strouhal number is also
well predicted by using the digital filtering approach here . Their
LES predicts that the Kelvin–Helmholtz vortices breakdown al-
most immediately if a precursor simulation is used for inflow
turbulence while they remain two-dimensional if random noise
is used instead. The present analysis, however, shows that fairly
large coherent structures survive well past themean reattachment
location in the present LES. Agreement with DNS [33] in terms
of structural aspects of the flow provides additional confidence in
present predictions.

The LES overpredicts the length of the secondary recirculation
bubble slightly. It ends at 2.07h away from the corner in present
LES as compared to about 2.5h in past studies which have noted
this information [34,40]. The location values are 1.6h and 1.7h in
experiments [32] and DNS [33], respectively. Even smaller bubble
of size 0.042 h is predicted at the corner in DNS. The LES with digi-
tally filtered inflow conditions predicts its size to be 0.072 h which

Fig. 4. Fourier transform of pressure fluctuation shown in previous figure.

Fig. 5. Comparison of velocity profiles in primary recirculation zonewith Simpson’s
model [51].

cannot be expected to be accurate given that it spans less than
four grid points in axial direction. Within the recirculation zone,
flow is not fully turbulent and the viscous sublayer and log-layer
scaling cannot be expected. Simpson [51] suggested the following
empirical scaling law for regionswellwith in the recirculation zone
that was verified using DNS [33] data at locations 2h, 3h, 4h and 5h
away from the corner.
u

|UN |
= 0.3

[ y
N

− log(
y
N
) − 1

]
− 1 (1)

N in this equation is the distance between the wall and location
of maximum negative velocity (UN ).

In case of LES, the location 2h distance away from the corner
along the bottom wall is near the zero shear stress point (where
the secondary bubble ends) and this scaling likely does not hold. So,
locations 3h, 4h away from the corner are chosen for verification of
this scaling. Fig. 5 shows that the profiles at these two locations are
as close to this scaling law as the DNS predicted profiles [33].

Four axial locations are chosen for comparison of the velocity
profiles. One is well within the recirculation zone, second is at
the reattachment point and other two are in the recovery zone.
Experimental data is available at locations 4h, 6h, 10h and 15h
away from the corner.

Westphal and Johnston [47] suggested that flow statistics have
a universal nature with respect to a normalized coordinate X∗

=

(x − Xr )/Xr , where x is the axial coordinate and Xr is the axial
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Fig. 6. Mean streamwise velocity profiles at various locations.

Fig. 7. Mean cross-stream velocity profiles at various locations.

location of the average reattachment point. This suggests that the
shear layer dynamics follow the same physics expect that they are
stretched out over a longer length in cases where the triggering
is not proper. This hypothesis, confirmed in some of the past LES
studies [31,35,45], allows for comparison of statistics from various
simulations/studies even if their reattachment point predictions
are different. In terms of scaled coordinates, the experimental [32]
and DNS [33] data are available at approximate X∗ locations of
−0.33, 0.0, 0.66 and 1.5. The mean velocity predictions from the
LES simulations at these locations are compared to DNS [33] pre-
dictions and experimental data [32] in Figs. 6 and 7. There are
slight deviations from experimental data and DNS [33] predictions
at the two downstream locations as in other LES studies [31,48].
With in the recirculation zone, the transverse velocity predictions
of DNS [33] and LES depart from the experimental data [32]. The
predictions are closer to each other and so it is likely that this
deviation is due to experimental error. The deviation is about 2% of
mean free stream velocity. The experiments [32] were conducted
using a free stream velocity of 7.72 m/s and so in absolute terms,
it is only about 0.15m/s which could very well be with in the error
margin of the instrument.

The scaling used in these plots is of little consequence when
comparing predictions of DNS [33], present LES with digital fil-
tering with experimental data since Xr values in all three cases

Fig. 8. Profiles of streamwise velocity fluctuations.

Fig. 9. Profiles of cross-stream velocity fluctuations.

are very close. The comparisons are just as good if same physical
coordinates are picked instead of the same scaled coordinates. In
case of LES with random turbulence, the axial location for a given
X∗ is further downstream of the corresponding physical location in
the experiment.

The second order statistics from simulations here are compared
to DNS [33] predictions and experimental data [32] in Figs. 8–10.
Note that these statistics correspond to root-mean-square values
of filtered velocity components. Subgrid component of the velocity
fluctuations are not considered.

The LES predictions compare well with experimental data with
couple of exceptions. First, the turbulence levels (especially u′)
are underpredicted at first two upstream locations around y/h ∼

2 (above the recirculation bubble). The higher values in experi-
ments [32] and DNS [33] are due to convection of turbulence in
the fully developed incoming boundary layer past the step. The
inlet boundary is far more distant from the step location in the
DNS [33] than in case of LES. The ratio between this distance and
the boundary layer thickness is nearly 10 in case of DNS [33] while
it is only around 2 in case of LES. Though digital filtering introduces
fluctuations that have desired second moments and are spatio-
temporally correlated, convection over 2 boundary layer widths
is not sufficient to result in correct phase information. This leads
to lower fluctuations within the boundary layer at the step and
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Fig. 10. Reynolds stress profiles.

locations above the shear layer. Similar deviations are found in
LES of Kanchi and coworkers [38] despite using a stochastic model
for inflow turbulence specification about 10 step heights ahead of
the step. The deviations are obviously higher in LES with random
inlet turbulence [36,39] evenwhen a relatively long inlet section is
used [39]. The LES of Benocci and coworkers [34] does not have this
problem since they used a concurrent presimulation to generate an
equilibrium boundary layer which was then followed by about 11
step heights of flow path before the step. In the recovery region,
u′ profile predicted using the digital filtering approach is close to
one predicted using DNS [33] but the two profiles deviate from
experimental data [32] likely due to experimental error. Note
that DNS [33] prediction is almost a faithful representation of the
experimental flow field. The fluctuation levels drop off muchmore
rapidly in this region in the case with random inflow turbulence
which could be explained as follows. The predicted reattachment
length is much higher in this case (> 7.2h) and so the location
X∗

= 1.5 corresponds to axial coordinate that is nearly 18 step
heights away from the stepwhere grid is stretched rapidly to create
a sponge layer to prevent problems associated with reflections
from unsteady outflow. This high level of stretched obviously leads
to damping of fluctuations.

With in the recirculation zone, LES predictions of peaks
Reynolds shear stresses are more negative than in the experi-
ments [32] and in the DNS [33]. The deviations are almost 40%.
The errors are, however, small in absolute terms though they seem
high on a relative basis. Any significant error in the transverse
Reynolds stress profile would lead to noticeable error in the mean
axial velocity profile. From Fig. 6, the mean velocity profiles pre-
dicted by LES match with corresponding DNS [33] predictions and
experimental data [32] at these locations.

Many LES of this flow [31,34] reported in literature predict
Reynolds stress profiles closer to DNS [33] profiles (at least in
the scaled coordinate system suggested by Westphal and John-
ston [47]) with the exception of the LES conducted by Kanchi and
coworkers [38]. This LES is, in a way, similar to one with digital
filtering here. It was based on a stochastic technique of Gao and
Mashayek [21] for generating temporally correlated inflow turbu-
lence which is functionally similar to the digital filtering technique
used here. They also used a compressible flow solver and to reduce
computational cost, the inletMachnumberwas set to 0.2. At higher
Mach numbers, the effects of dilatation due to compressibility are
expected to be higher. This and both LES in present study seem to
point to an increase in Reynolds stress as one such effect.

Fig. 11. Pressure coefficient variation along the bottom wall.

Fig. 12. Mean velocity profiles in wall coordinates.

Near the outflow boundary, the axial resolution is very coarse
with axial grid spacings close to the step height. This, in combi-
nation with the approximations associated with the Smagorinsky
subgrid model and the outflow boundary conditions, start to affect
the accuracy of solutions at axial locations beyond 14h distance
away from the step location. The friction coefficient levels offmuch
sooner in LES while it continues to vary even at the exit in the
DNS [33]. This is the case in LES of Benocci and coworkers [34]
although to a lesser extent. Due to overall delay of dynamics in
the streamwise direction, the simulations of Panjwani and cowork-
ers [31], on the other hand, predict strongly varying friction coef-
ficient close to the exit.

The bottom wall pressure coefficient profiles are compared in
Fig. 11. Pressure also levels off closer to the corner in LES while it
is still varying slowly at the exit in DNS [33]. LES predicted axial
velocity profile at 10h distance away from the corner is plotted
in wall units in Fig. 12 along with corresponding DNS prediction.
Profiles in both viscous and log-layers are close to the scaling
laws expected of equilibrium boundary layers. By comparison, the
DNS [33] predictions are comparatively farther away from these
scaling laws. Even though the friction coefficient seems to flatten
out around 15 step heights downstream of the step in LES of
Benocci and coworkers [34], the mean velocity deviates from the
equilibrium wall scaling laws (as in DNS [33]). Their wall-normal
and spanwise resolutions are nearly the same as in the present case
while their axial resolution is much finer. The very coarse resolu-
tion in the present simulation may be damping out the large scale
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structures generated by the shear layer. The presence of these large
structures is the likely reason why the mean velocity in DNS [33]
departs from the equilibriumwall layer scaling laws. The evolution
of these large 2-dimensional structures (which have been argued
to exist using Fig. 3), their breakdown due to turbulence are well
captured in DNS [33], while the present LESwhich has an axial grid
spacing of almost half the step height at this location cannot be
expected to do that. The LES predictions of pressure recovery and
near wall mean velocity behavior are expected to be better with
higher grid resolution especially in the axial direction closer to the
exit.

Density fluctuations generatedwith in the boundary layer at the
inflow plane do not decay and are convected into the recirculation
zone. The fluctuations in the instantaneous density field have an
amplitude around 3% in this zone when digital filtered inflow
conditions are used while they are lower than 2% when using
randomnoise to approximate inflow turbulence. They do not seem
to adversely affect the overall dynamics or the prediction of second
order turbulence statistics since they are in line with expectations
for the mesh resolution used.

3.2. Supersonic case

Supersonic flows past backward facing steps are encountered
in some of the scramjet combustor designs. The separation zones
that form behind the steps are mainly useful in fuel-air mixing and
anchoring of flames. Though a few experimental studies of such
flows including somewhich also have injection into the separation
zone have been conducted, detailed characterizations of the tur-
bulence like second order moments like in case of subsonic flows
are, to authors’ knowledge, are not available in open literature.
Perhaps this is why only a few LES of these type of flows have been
attempted [52,53]. Only one by Ayyalasomayajula and cowork-
ers [54] has reported second order statistics. Their results are also
likely free of uncertainties associated with inflow conditions since
they were specified using a precursor simulation of flow through a
converging-diverging nozzle. This study is used as a reference for
the present one.

The flow parameters are listed in Table 1. The Reynolds number
based on step height and inflow quantities outside the boundary
layer is roughly 2.8 × 105. With incoming boundary layer as the
reference length, it is roughly 9× 104. A cartesianmesh is clustered
using hyperbolic tangent functions near solid walls.

The LES of Mach 2 flow over a backward facing step reported
by Liu and coworkers [53] are based on very coarse meshes (less
than one-tenth the number of points used here) and inviscid fluxes
are computed using a Riemann solver extended to second order
accuracy using aMUSCL scheme. Such schemes can capture shocks
very effectively but are too dissipative to capture turbulence dy-
namics and are not really suited for LES. The Reynolds numbers
based on step height in LES of Ishiko and Shimada [52] is 1.9×105.
Its value based on boundary layer thickness is 19000. They used a
200×76×400non-cartesianmesh. Themeshhere seems relatively
coarse given that the Reynolds number based on boundary layer
is about 5 times higher. However, the computational domain is
much smaller, about 10h × 5h × 2h here as compared to their
40h× 15h× 2h. The difference is even more stark when viewed in
boundary layer terms.

Compared to the meshes used for LES of boundary layers flow-
ing over expansion–compression corners [9,55], the mesh used
here is relatively coarse. The flows in such geometries expandmore
gradually and separate on the ramps rather than at the expansion
corner. Otherwise, they have essentially the same dynamics as the
flows over backward facing steps. The flow over a step is a particu-
lar casewhen the ramp angle is 90o. These past LES performed for a
ramp angle of 25o also have ramp height to boundary layer ratio of

Table 1
Parameters used for LES.

h (step height) 6.35 mm
Domain size 9.5h × 5h × 2h
Mesh size 240 × 140 × 64
M (Mach number) 1.5
Total pressure 3.72 bar
Total temperature 300 K
Inflow boundary layer thickness 2.0 mm

Fig. 13. Instantaneous density (units : kg/m3) field in LES based on digital filtering
technique for inflow specification.

3.0 which is same as the step height to boundary layer ratio here.
The overall grid points in both of them are nearly the same as in the
present LES (about 2.4 million) but their computational domains
are much smaller in lateral and spanwise direction (roughly 6δ&2δ
compared to 15δ&6δ in present LES). The Reynolds number based
on boundary layer width is also 5 times higher in case of present
LES. To provide sufficient resolution near solid walls, the grid here
is stretched out rapidly near the top and outflow boundaries. This
also helps in creating a numerical buffer zone which prevents
contamination of the flow field due to disturbances at the outflow
boundary. Also, the grids for the expansion–compression geometry
need to be clustered in the axial direction near both corners, while
in the present geometry, it is clustered only at one axial (step)
location. The first cell is located about 2.6 wall units away from the
wall in the transverse direction. The grid spacings in streamwise
direction range from 11 to 60 wall units while spanwise grid spac-
ing correspond to about 26 wall units. Given the mesh used, the
present simulations can be considered very large eddy simulations.
The implications of this fact are discussed later.

The correlation lengths needed for determining the filter coef-
ficient relative to incoming boundary layer thickness are retained
to be the same as in the subsonic case except for the wall-normal
length scale (as a fraction of boundary layer thickness) which is
increased to 0.6.

The mean velocity profile at the inlet is taken from the refer-
ence study. Profiles for a Mach 1.7 turbulent boundary layer in
Morkovin’s form provided by Touber and Sandham [12] are used
here for prescribing second order moments in the digital filter.
Reynolds stresses in this form are nearly independent of Mach
number [12] and so there is no significant error is incurred in using
this data for the present Mach 1.5 boundary layer.

The density field predicted using digital filtering for inflow
specification is shown in Fig. 13. Density fluctuations can result
from entropy fluctuations resulting from a non-solenoidal nature
of the incoming velocity field or from acoustic fluctuations. As ex-
plained earlier, the pressure in incompressible flow solvers ensures
that non-solenoidal component of the incoming flow is filtered out
and since there is no spatially dependent thermodynamic pres-
sure in such formulations, digital filtering leads to purely vortical
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Fig. 14. Skin friction coefficient along the lower wall.

disturbances in the boundary layers. In compressible flow solvers,
the entropy and acoustic fluctuations propagate into the flow. The
acoustic fluctuations at a given location propagate into its domain
of influence which may extend out of the boundary layer. Such
fluctuations starting from the inlet plane itself propagate outside
the boundary layer along Mach lines and contaminate the expan-
sion fan and flow further downstream. This feature is also evident
in numerical schlieren images generated in DNS of supersonic
flows over an expansion ramp [56] based on digital filtered inflow
conditions. The LES of such flows using recycling–rescalingmethod
does not seem to have this problem. Roidl and coworkers [18] used
a sponge layer [16] close to the inflow plane to reduce the unphys-
ical acoustic oscillations generated by synthetic inflow specifica-
tion. The present work was done without the knowledge of this
approach. It can probably be applied to all synthetic turbulence
specification approaches to avoid contamination downstream.

The flow, as in the experiment, seems to reattach roughly
3.0h downstream of the step location. When uncorrelated random
numbers (scaled to produce specified intensity profiles) are used
for specifying inflow turbulence, as in the subsonic case, the reat-
tachment point shifts downstream to a point more than four steps
heights away from the corner.

Predicted variations of skin friction coefficients along the lower
wall downstream of the step are plotted in Fig. 14. The prediction
of Ayyalasomayajula and coworkers [54] shows a similar variation
but the values they reported are far too low (O(10−4)) perhaps due
to a scaling error. The profile they predicted has been scaled and in-
cluded in this figure. Though they state that the reattachment point
in their calculation is about 2.8 h downstream of the step location,
the location that can be inferred from the friction coefficient plot
turns out to be 2.99 h downstream of the stepwhich is closer to the
experimental location 3 h from the step. The locations predicted by
LES with and without digital filtering turn out to be 2.98 and 4.27
step heights downstream of the step, respectively.

Comparison of first and second statistical moments aremade at
four different locations. First two are well with in the recirculation
zone, third is at the reattachment point and fourth is further down-
stream. Themean velocity predictions are compared in Fig. 15. The
results from the present LES match well with those from reference
LES when only when digital filtering is used.

Unlike in the subsonic case, themean velocity profiles resulting
from the two LES at a given non-dimensional axial location (us-
ing predicted reattachment length as a reference) do not match,
especially, if the location is at or beyond the reattachment point.
This is because, in addition to shear layer dynamics and expansion,
there is an additional effect of the shock in the supersonic case.
The predicted shock inclinations and strengths are quite different.

Fig. 15. Mean streamwise velocity profiles at various locations.

Fig. 16. Profiles of density fluctuations at various axial locations.

Fig. 17. Variation of density fluctuations along the lower wall.

So, the self-similarity does not seem to be applicable beyond the
recirculation zone.

The profiles of density fluctuations at the four axial locations
are shown in Fig. 16. The profiles are mostly similar to ones pre-
dicted by the reference LES, but in the expansion fan (first two
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Fig. 18. Profiles of streamwise velocity fluctuations at various locations.

Fig. 19. Profiles of cross-stream velocity fluctuations at various locations.

upstream location), the present LES predicts much higher density
fluctuations due to thepresence of acoustic disturbances generated
at the inflow boundary. Perhaps as a consequence of increased
density/entropy fluctuations, the peak in density fluctuations asso-
ciated with the oscillations of the slip line at the first axial location
is also overpredicted as a result of these disturbances. It is to be
noted here that the simulations for present work were conducted
with being aware of very important work of Roidl et al. [18]. A
sponge layer selectively used to damp out unphysical acoustic
fluctuations generated by inflow specificationwas found to reduce
almost completely the contamination of results downstream and
would probably be needed for almost all synthetic turbulence
specification approaches. At the last location, the peaks associated
with shock fluctuations are much closer to each other.

The density fluctuations on the lower wall are plotted in Fig. 17.
In the reference LES, the fluctuations peak almost at the reattach-
ment location while in the present LES, the peak is shifted slightly
downstream.

The predicted velocity fluctuations are plotted in Figs. 18 and
19. The near wall peaks in streamwise fluctuations are higher and
away from the wall in the present LES which typically indicates
the need for better resolution of near wall dynamics. Note that the
grid used here is very coarse for the Reynolds number of the flow.
The larger peak at the first axial location is associated with the

fluctuations of the slip line. As pointed out in the discussion related
to density fluctuations, the slip line oscillates more vigorously
due to the unphysical noise generated at the inflow boundary.
Above the slip line also, the present LES predicts higher density
fluctuations (around y/h ∼ 1). In the reference LES, surprisingly,
there do not seem to be any velocity fluctuations just above the
slip line. The fluctuations with in the boundary layer (which is
about one-third the step height) upstream of the step should
be convected along with the flow. The profile predicted by the
present LES above the slip lines is typical of the boundary layer
velocity fluctuations profile above the near wall peak. The velocity
fluctuations, unlike the density fluctuations, die out at nearly one-
third step distance away from the slip line. This reflects roughly the
size of the upstream boundary layer.

There is generally a bettermatch between the predictions of the
two LES in case of cross stream fluctuations as compared to stream
wise fluctuations. In Fig. 19 also, there is evidence at the first axial
location for convection of boundary layer turbulence along the slip
line. At the most downstream location, there is a peak in cross
stream fluctuations resulting from oscillations of the shock wave.
A broader and lower peak in the present LES indicates the need to
resolve the shock more crisply.

4. Conclusions

Digital filtering technique developed originally by Klein [27]
and extended to compressible flows by Touber and Sandham [12]
is used to generate inflow conditions for both subsonic and su-
personic flows over backward facing steps. The spatiotemporal
correlations that result from filtering lead to generation of well
resolved eddies of various sizes that can be expected in realistic
boundary layers. The characteristic modes associated with shear
layer instability are easily triggered just as in case of a realis-
tic boundary layer crossing a step. The size of the recirculation
zones and their internal dynamics are also accurately predicted
as a result. Skipping the filtering step, on the other hand, re-
sults in high frequency oscillations that can easily be damped
out by viscous/subgrid stresses or numerical damping. Due to the
weaker triggering of the instabilities, the shear layer dynamics are
stretched out over a longer region of space. This results in longer
recirculation zones than in the experiments. The overprediction
of the primary recirculation bubble size is more drastic in case of
supersonic flow.

The present work is consistent with Westphal and Johnston
[47] observation that the dynamics of the shear layer and the
recirculation zone formed created by subsonic flow past a back-
ward facing step are relatively unaffected by inlet conditions if the
streamwise coordinate is scaled by the reattachment length. Sepa-
ration zones are most often used to stabilize flames in combustors.
Given the space constraints in combustors, accurate prediction of
reattachment length is highly necessary. Based on past [31,33,39]
and current studies, it is clear that next to numerics, proper inflow
specification is a key requirement for accuracy and the digital
filtering technique provides a relatively simple way of doing that.
Smagorinsky model [30] is generally good enough and use of more
sophisticated subgrid models do not lead to much improvements
in accuracy [31,39].

Inflow turbulence seems more important in supersonic flows
for a couple of reasons. There is no self-similarity based on coordi-
nate transformation like in the incompressible case. This is due to
the fact that reattachment shock strength depends on the location
of the recirculation zone. Therefore, the predictions of the size of
this zone is very important. While prediction of recirculation zone
size vastly improves with use of the digital filtering technique in
supersonic case also, the unsteadiness in the supersonic region of
the inflow boundary creates unphysical noise that is propagated
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Table 2
LES of subsonic flows over backward facing steps reported in past literature.

Ref. Conditions, mesh Inflow BC Xr (Xr exp.) Comments

Marrano et al.,
2001 [42]

ER:1.67, Reh:11000, Grid :
230 × 56 × 72 Structure function (SF),
dynamic Smagorinsky (DSM) , dynamics
mixed (DMM) LES models

Laminar inflow (as in exp.) SF : 6.0 (7.0) DMM : 7.1
(7.0) DSM : 7.2 (7.0)

DSM and DMM overpredict and
underpredict u′ respectively.

Avancha & Pletcher,
2000, 2002 [43,44]

ER:1.5, Reh:5540, Grid : 72 × 45 × 48
(post-step), Dynamic Smagorinsky
(Germano’s subgrid model)

Interpolated from LES of fully
developed channel flow and
introduced x = −h

6.1 (6.51) u′ and v′ are overpredicted
slightly in the recirculation zone

Benocci et al.,
2005 [34]

ER:1.2, Reh:5100, Grid: 116 × 58 × 32
(post-step), Smagorinsky model
constant = 0.1

Interpolates from LES of
boundary layer and introduced
at x = −11h

6.6 (6.1) u′ , v′ overpredicted near
reattachment and downstream
locations

Dejoan et al.,
2005 [49]

ER:1.5, Reh:3700, Grid: 96 × 80 × 32
(post-step) Smagorinsky , WALE models

Interpolated from LES of fully
developed channel flow and
introduced x = −4h

7.0 (6.0*) Reynolds stress slightly
underpredicted with recirculation
bubble, u′ , v′ not shown

Saric et al., 2005 [46] ER:1.5, Reh:3700, Grid : 220 × 82 × 32,
Smagorinsky model constant (Cs):
0.0065–0.01

Prescribed from LES of fully
developed channel flow

7.18 (6.0) No significant effect of Cs , mean
velocity profiles in LES and DES
match but not with exp., u′

overpredicted by 50%, increased
resolution had no effect on
results. Inaccuracies attributed to
precursor LES.

Aider & Danet,
2006 [35]

ER:1.2, Reh:5100, Structure function
model, grid not specified

Random noise (RN) or
turbulence from precursor
simulation (PS) introduced at
x = −2.5h

RN : 5.8 (6.1), PS : 5.29
(6.1)

Different inflow conditions lead to
significantly different shear layer
flapping frequencies, coherent
structures at the corner
breakdown faster with latter
inflow conditions

Panjwani et al., 2009,
2010 [31,37]

ER:1.2, Reh:5100, Grid : 148 × 72 × 20,
Structure function, Smagorinsky and
dynamic Smagorinsky models

Random noise introduced at
x = −2.5h

7.0–7.4 (6.1) Numerical accuracy and grid
refinement more important than
LES modeling, predictions follow
universal behavior when axial
coordinate is scaled with Xr

Spode et al.,
2005 [36]

ER:1.5, Reh:5100, Grid : 384 × 96 × 64,
Smagorinsky model constant = 0.1

White noise imposed over
mean flow at x = −h

6.7(6.1), No model: 7.4
(6.1)

Second order statistics almost as
good as in DNS

Kanchi et al.,
2010 [38]

ER:1.2, Reh:5100, M = 0.2, Chebyshev
spectral method, Compressible dynamic
Smagorinsky, explicit filtering LES
models

Stochastic turbulence inflow
model of Gao and Mashayek

5.98 (6.1) Overprediction of v′ , Reynolds
stresses, Both LES model lead to
similar results

Patil et al., 2011 [15] ER:9/8, Reh:40000, Grid :
300 × 240 × 96, Dynamic Smagorinsky
LES model with wall layer model

Inflow using synthetic eddy
method (SEM) at x = −4h,
Length scales for SEM obtained
from LES of channel

6.3 (6.2) Other than the maximum dip in
Cf , all features well captured

Kanchi et al.,
2011 [48]

ER:1.25, Reh:28000, Chebyshev spectral
(CS) compressible and Legendre spectral
(LS) element incompressible solvers,
explicit filtering LES model

Stochastic turbulence inflow
model of Gao and Mashayek at
x = −10h

CS : 6.85(6.7) LS :
5.69(6.7)

Grid refinement increased Xr
further in of case of CS while
reduced time step did not
improve predictions of
incompressible solver.

Kanchi et al.,
2013 [23]

ER:1.2, Reh:5100, Legendre spectral
element solver, implicit LES

Random noise (RN), stochastic
model (SM) of Gao and
Mashayek at x = −10h

SM : 6.34 (6.1), RN : 7.35
(6.1)

Transitional nature of the
recirculating flow not captured
with larger time steps

Kanchi et al.,
2013 [23]

ER:1.25, Reh:28000, Legendre spectral
element solver, implicit LES

Random noise RN), stochastic
model (SM) of Gao and
Mashayek at x = −10h

SM : 5.89 (6.7), RN : 6.49
(6.7)

Results less sensitive to inflow
conditions than in low Reh case
although power spectra are
different till the step

Sarwar et al.,
2013 [39]

ER:1.2, Reh:5100, Grid : 900 × 60 × 60,
Smagorinsky, dynamic Smagorinsky,
Deardorff Vreman LES models

Steady inflow at x = −48h ,
2 mm trip wire used to
transition the flow at
x = −40h

Not noted Smagorinsky model stated to be
the most accurate

Sidik et al., 2013 [40] ER:1.2, Reh:5100, Grid : 300 × 60 × 40,
Lattice Boltzmann solver, Smagorinsky
model

Steady inflow at x = −10h 6.25 (6.1) Reynolds stress overprediction
within recirculation zone and
underprediction at reattachment
point significantly high

along the Mach lines. This leads to overprediction of turbulence
levels in the recirculation zone. This is likely true with all synthetic
turbulence techniques. Avoiding this problemwould require com-
bining these techniques with characteristic boundary conditions
which has not been attempted so far.

Appendix A. Digital filtering technique

Inflow boundary is assumed to be planar and on the y-z plane
here. Random numbers rj,k with a unit normal distribution are
generated at all points on the inflow plane. ‘‘j’’ and ‘‘k’’ indicates

coordinate points along the two cross stream (y- and z-) directions.
The following filtering operation is used to spatially correlate the
random numbers in these two directions.

u′′

j,k =

N∑
p=−N

M∑
q=−M

Gj,k(p)Hj,k(q)rj+p,k+q (2)

G and H are the filter coefficients is the two directions of the
inflow plane. While Klein and coworkers [27] assumed Gaussian
functional form for the auto-correlation, Xie and Castro [28] argued
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that an exponential function is more appropriate.

⟨u′′

j,ku
′′

j+p,k⟩ ∼ exp
[

−π |(yj,k − yj+p,k)|
2Ly

]
(3)

An approximation to the filter that results in this correlation
can be determined using explicit analytical expressions. The coeffi-
cients of filtering operation along y-direction (G(p)) are computed
using these expressions.

G̃j,k(p) = exp
[

−π (yj,k − yj+p,k)
Ly

]
(4)

Gj,k(p) = G̃j,k(p)

⎡⎣ N∑
p=−N

[G̃j,k(p)]2

⎤⎦−1

(5)

Ly is the integral length scale along the y-direction. Similarly,
the coefficients for filtering along z-redirection can be computed
for a given integral length scale Lz and filter function H .

The incoming flow also needs to temporally correlated so that
the simulated flow inside the domain becomes spatially correlated
along the axial direction.

u′′′
= u′′

oldexp
(

π∆t
2τ

)
+ u′′

√
1 − exp

(
π∆t
τ

)
(6)

τ is the ratio of axial, integral length scale and the local mean
convective velocity. For each velocity component, the three in-
tegral length scales have to be specified. For a general case, this
may be a little difficult but for boundary layer type flows, the
recommendations of Touber and Sandham [12] can be used for
initial approximations.

The instantaneous velocity field is the sum of mean and fluctu-
ation terms and is calculated as follows.[u

v

w

]
=

[U
V
V

]
+

⎡⎢⎣
√
R11 0 0

R21/
√
R11

√
R22 − (R21/

√
R11)2 0

0 0
√
R33

⎤⎥⎦
×

[u′′′

v′′′

w′′′

] (7)

u′′′, v′′′, w′′′ are all zero-mean, unit-variance random variables
but not velocity fluctuations. Premultiplication of the vector with
these variables with the matrix in the above equation results in
the velocity fluctuation vector. This operation ensures that second
moments of the velocity fluctuations are matched to correspond-
ing prescribed elements of the Reynolds stress tensor. The above
matrix is valid only in case with only one non-zero off-diagonal
component of the Reynolds stress tensor. Xie and Castro [28]
provided the matrix for the general case.

Touber and Sandham [12] used the strong Reynolds analogy
(SRA) to generate thermodynamic fluctuations. As they pointed
out, though SRA has been shown to be invalid for relating instan-
taneous quantities, it does provide a good estimate of variance
of temperature fluctuations [12]. As a consequence, there may be
additional delay in realizing truly turbulent flowdue to theneed for
thermodynamics to adjust to the local flow field. Boundary layer
approximation of constant pressure along wall-normal is used to
specify the local density fluctuation.

T ′

T
= (1 − γ )M2 u

′

U
(8)

ρ ′

ρ
= −

T ′

T
(9)

As suggested by Touber and Sandham, the Box–Muller theorem
is used for generating the random variables. Even with use of

random numbers and two-dimensional filtering, they report that
the computational cost of the digital filtering approach is not any
higher than that of the synthetic turbulence approach based on
analytical mode specification.

Appendix B. Literature survey of LES of subsonic flows over
backward facing steps

See Table 2.
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